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ABSTRACT   

The internet’s prevalence has increased the use of social media platforms for sharing peoples’ views, reviews, 

opinions, and sentiments. Consequently, sentiment analysis has become valuable to marketing, brand 

management, public policy, healthcare, and e-commerce. Panic detection systems refer to a system that 

utilizes sentiment analysis techniques to identify, quantify, and potentially track expressions of panic, fear, or 

related strong negative emotions within digital content. Sentiment analysis application can indicate a person’s 

attitude or cultural influences. The rise of Arabic digital content on social platforms presents unique 

challenges and opportunities for sentiment analysis. There are fewer Arabic sentiment lexicons, emotional 

connotations, and annotated corpora than in English. Therefore, this study applies machine learning and deep 

learning to identify sentiments within the IRAQI-Arabic panic detection systems. The proposed model is 

based on Residual Network (ResNet), MobileNet, and Convolutional Neural Network (CNN). A web scraping 

API collected COVID-19-related news from Google, Facebook, Twitter, and BBC News. The model used 

was retrained on the images and comments based on training, public, and private sub-sets. Bidirectional 

Encoder Representations from Transformers (BERT) were applied across SMOTE, Random oversampling, 

five-folds, and ten folds. The results show that the accuracy of BERT is 91%. The proposed MobileNet model 

had an accuracy of 0.98, recall of 0.98, and MAE of 0.032. The model’s performance confirms that it is 

suitable for critical applications that require high-level precision. The study offers a novel model for Arabic 

panic systems. Also, it presents an Iraqi-Arabic dataset tailored for panic detection. 

Keywords: Sentimental analysis, Panic detection system, Artificial intelligence, Deep learning, Arab 

tweets 

1. Introduction  

The internet's pervasiveness has led to the rise of social media and blog platforms, which have become powerful 
sources of online news and opinions. This has significantly increased the number of people sharing views, 
reviews, comments, and ratings on various products and services [1]. Digital communication’s ubiquity has 
identified sentiment analysis as an integral component of natural language processing (NLP). Sentiment analysis, 
or opinion mining, discerns and categorizes the emotional tone within textual data [2]. It aims to provide insights 
into public opinions, products, and societal attitudes [3, 4]. Furthermore, it supports decision-making in 
marketing, government, product development, healthcare, media, education, and e-commerce [5, 6]. Individuals’ 
views, emotions, feelings, and opinions were important information for decision-making before the widespread 
of the World Wide Web [7]. Sentiment analysis application can indicate a person’s attitude or cultural influences.  

Recently, social platforms experienced an increase in the use of sentiment, which drew the attention of many 
researchers due to its importance in vast areas of our daily activities. Similarly, there has been significant growth 
in online Arabic content [8, 9]. The rise of Arabic digital content on social platforms presents unique challenges 
and opportunities for sentiment analysis. Dissimilar to English, Arabic has fewer sentiment lexicons, emotional 
connotations, and annotated corpora [10]. Researchers have applied sentiment analysis to Arabic [11, 12]. They 
are constantly developing resources to improve the accuracy and applicability of Arabic sentiment analysis to 
understand public opinion, consumer attitudes, and trends within Arabic-speaking communities [8]. 
Nevertheless, there is little available literature on sentimental analysis for Arabic text [13, 14]. This limitation 
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could be due to the complexity of Arabic's complex characteristics, such as its semantics, grammar, dialects, and 
spellings. Furthermore, Arabic can be classed into Modern Standard Arabic (MSA), dialect Arabic (DA), and 
classical Arabic [10]. Therefore, this study applies machine learning and deep learning to identify sentiments 
within the IRAQI-Arabic panic detection systems. In this context, the system is designed to discern expressions 
of panic that are likely triggered by news, social media discussions, and public discourse surrounding a crisis.  

Recently, machine-learning approaches have been extensively used for sentiment analysis. [15] observed that 
supervised algorithms perform better on training data and with low-performance accuracy on the test data. [14] 
found that 18 Arabic COVID-19 Apps received positive reviews from 114,499 users. [13] performed an Arabic 
sentiment analysis of 2,247 tweets using machine learning classification algorithms. Their findings showed that 
SVM exhibited a 90% accuracy. Similarly, [16] applied Naïve Bayes (NB) and SVM to assess customer retention 
on Instagram. The analysis revealed that SVM had a higher accuracy of 76.59%. A study on sentiment analysis 
for customers of a water company in Indonesia showed that SVM had the highest accuracy of 95% [17].  

Some studies have focused on sentiment analysis of Arabic text. [18] Arabic sentiment analysis involved 1000 
datasets from Facebook and Twitter using DT and SVM. Their findings showed that SentiStrength had a 95.59% 
accuracy. Nevertheless, the authors used limited datasets, which affected the generalizability of their findings. 
[19] applied deep learning techniques to sentiment analysis for 1098 Arabic tweets. They aim to determine the 
sentiments associated with specific topics from Arabic social media content. However, the classification 
algorithms were limited. Results suggest that the Neural Networks classifier with Word Embedding achieved 
81% accuracy. [20] explored supervised machine learning in Arabic sentiment classification on the document 
level. The study findings indicated that SVM and NB were effective. However, a limited number of algorithms 
were used in their study. [9] applied sentiment analysis to examine 10,646 data using machine learning 
approaches. The results showed that support vector machines and decision trees had a higher accuracy of 95%.  

Many papers employing deep learning (DL) algorithms were evaluated for Arabic text. For example, the study 
of [21] investigated these models for opinion classification on the sentence level. The findings confirm Recursive 
Auto Encoders as an effective model for classifying sentence polarity. According to [22], SVM is the most 
suitable for sentiment analysis of Arabic text based on an accuracy of 83%. The authors in [23] applied sentiment 
analysis to 815 comments from an e-newspaper in Saudi Arabia using a hybrid NB classifier. The system 
achieved an accuracy of 82% across four categories. The authors in [24] developed an Arabic Twitter Sentiment 
Analysis (ATSA) model based on supervised ML. They evaluated the model using NB and SVM in four 
representation approaches. SVM showed the highest accuracy of 91.15%. Regardless, the representations 
discarded some distinctive word features identifying the sentiment class. 

The findings of this study aim to uncover the nuances of Arabic sentiment and enhance its applicability, particularly 

in the context of panic detection systems. By evaluating the comparative classification performance of various 

sentiment analysis techniques on Arabic panic systems, the research sheds new light on this area and introduces a 

novel model specifically designed for such applications. Additionally, the study presents an Iraqi-Arabic dataset 

tailored for panic detection and highlights the potential of Random-BERT as a reliable approach for sentiment 

analysis across diverse applications. The paper is structured into several sections: Section 2 outlines the 

methodology, Section 3 summarizes the findings, Section 4 discusses these findings, and Section 5 concludes with 

implications for both practice and research. 

2. Methodology 

The proposed model is based on Residual Network (ResNet), MobileNet, and convolutional neural network 
(CNN). Deep models like CNNs (MobileNet, ResNet) and BERT have gained preference over traditional 
machine learning due to its ability to automatically extract features, handle complex and non-linear relationships 
in large and diverse datasets [19]. Additionally, they usually achieve higher accuracy in image recognition and 
natural language processing. This approach ensures gathering real-time and raw data to capture prevalent online 
sentiments effectively. The model integrates algorithmic optimization, parallel processing methods, and cutting-
edge deep learning technologies to achieve low latency and high reliability. The performance metrics used are 
accuracy, precision, and recall [25, 26]. The SMOTE-BERT experiment uses five-fold and ten-fold cross-
validation. The increase in folds enables a more robust evaluation of the model's performance, leading to higher 
average metrics. 

2.1. Data scraping 

A web scraping API collected COVID-19-related news from Google, Facebook, Twitter, and BBC News [27]. 
Web crawling is used to identify relevant web pages, while scraping gathers relevant data from those pages [27]. 
The parameters used in the API included the title (“COVID,” “panic,” “diseases,” “crises,” “attack”) and locality 
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(“Iraq”). This enabled the collection of news articles, posts, and tweets related to panic developments in Iraq. 
Headlines, summaries, and publication dates of relevant news articles were collected from Google. On Facebook, 
Iraqi public posts, articles, and shared content on the platform were accessed. Concerning Twitter, tweets, 
timestamps, user information, and engagement metrics were retrieved. Meanwhile, Iraq-related article headlines, 
summaries, publication dates, and source information were extracted from BBC News. Finally, duplicates were 
removed, and the remaining data was standardized. 

Iraqi-based sentimental-based contexts related to panic were distributed in 2524 rows and classified into panic, 
non-panic, and neutral for accuracy and reliability. The dataset is annotated based on the sentiment conveyed in 
each new instance. The panic-related (and non-panic and neutral) posts were labeled through manual annotation 
The text is preprocessed to remove noise and irrelevant information. This process ensures that the analysis format 
is consistent for the sentiment analysis. 

Data augmentation via an oversampling strategy is employed to address potential imbalances in the datasets. 
Imbalanced datasets can lead to biased model training. In this study, the Synthetic Minority Over-Sampling 
Technique (SMOTE) and Random Oversampling are used to prevent the model from being biased toward the 
majority class. These approaches were applied to increase the accuracy of the proposed model and enhance its 
prediction capability. 

The model's performance is refined to achieve suitable metrics in the training optimization process for sentiment 
detection from textual data. This iterative process involves several key steps to enhance the models’ effectiveness. 
The models are exposed to the training data over multiple iterations or epochs during training. Accuracy, 
precision, recall, and F1-scores are computed to assess the models’ effectiveness in sentiment detection. 
Hyperparameter tuning is employed to adjust the learning rate, batch size, and regularization strength. Dropout 
and L2 regularization are also applied to prevent overfitting and improve the model’s generalization ability. This 
approach mitigates the risk of the models memorizing the training data and performing poorly on unseen data. 
For the textual data, Bidirectional Encoder Representations from Transformers (BERT), Multilingual D-BERT, 
Cross-lingual Language Model BERT, and Generative Pre-trained Transformer (GPT) to achieve the best 
performance for natural language processing techniques [28, 29]. 

The dataset images are labeled iteratively for accurate and consistent annotation. Hence, specific attributes, 
categories, and characteristics are labeled within the images. The annotators manually review the images and 
apply the appropriate labels based on the established guidelines. Quality control involves reviewing the subset of 
annotated images for errors or discrepancies. This study employs the Facial Expression Recognition 2013 
(FER2013) dataset comprising 35,887 grayscales. The images are categorized into anger, disgust, fear, happiness, 
sadness, surprise, and neutral. The seven categories are depicted in Figure 1. Furthermore, the images are divided 
into training, pubic, and private sub-sets. 

 
Figure 1. Example of illustrating six emotional states 

3. Results 

Table 1 shows the SMOTE-BERT and Random-BERT experiments across five-fold cross-validation. SMOTE-
BERT’s accuracy range from 0.75 to 0.82, precision from 0.78 to 0.85, and recall between 0.72 to 0.78. 
Experiment 4 had the highest accuracy (0.82), precision (0.85), and recall (0.78). Meanwhile, experiment 2 
exhibits higher precision and recall than others. Concerning Random-BERT, the accuracy ranges from 0.76 to 
0.80, precision from 0.79 to 0.82, and recall from 0.75 to 0.79. Experiment 4 also showed correspondingly the 
highest accuracy, precision, and recall of 0.80, 0.82, and 0.79. This finding indicates that the configuration used 
in Experiment 4 may be more effective for sentiment analysis. 
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Table 1. Five folds results of SMOTE-BERT and Random-BERT methods 
Experiment    SMOTE-BERT Random-BERT 
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Experiment 1  0.78 0.80 0.75 0.79 0.80 0.77 

Experiment 2  0.80 0.82 0.76 0.78 0.82 0.76 

Experiment 3  0.75 0.78 0.72 0.77 0.81 0.78 

Experiment 4  0.82 0.85 0.78 0.80 0.82 0.79 

Experiment 5  0.76 0.79 0.74 0.76 0.79 0.75 

The ten-fold cross-validation for SMOTE-BERT and Random-BERT is illustrated in Table 2 In SMOTE-BERT, 
experiments 4 and 10 had the highest accuracy, precision, and recall. For Random-BERT, it ranges from 0.87 to 
0.91, precision from 0.90 to 0.93, and recalls from 0.86 to 0.90. The accuracy was between 0.75 to 0.81, precision 
from 0.79 to 0.85, and recall from 0.72 to 0.77. This finding suggests a more significant variability in performance 
due to the larger number of folds used for cross-validation. 

                               Table 2. Ten folds results of SMOTE-BERT and Random-BERT methods 
Experiment    SMOTE-BERT Random-BERT 
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Experiment 1  0.82 0.85 0.80 0.80 0.82 0.76 

Experiment 2  0.81 0.84 0.79 0.78 0.80 0.75 

Experiment 3  0.80 0.82 0.78 0.81 0.84 0.77 

Experiment 4  0.83 0.87 0.81 0.77 0.81 0.74 

Experiment 5  0.84 0.88 0.82 0.79 0.83 0.76 

Experiment 6  0.79 0.83 0.77 0.75 0.79 0.72 

Experiment 7  0.82 0.86 0.8 0.81 0.86 0.77 

Experiment 8  0.81 0.84 0.79 0.76 0.80 0.73 

Experiment 9  0.80 0.85 0.78 0.80 0.85 0.76 

Experiment 10  0.83 0.88 0.81 0.78 0.82 0.75 

The five-fold results of SMOTE D-BERT and Random D-BERT are presented in Table 3. SMOTE D-BERT’s 
accuracy ranges from 0.85 to 0.90, precision 0.88 to 0.92, and recall from 0.83 to 0.89. These results indicate that 
the SMOTE D-BERT model achieves high metrics across different configurations. The experiment demonstrated 
the highest accuracy, precision, and recall of 0.90, 0.92, and 0.89, respectively. Random-DBERT accuracy was 
from 0.87 to 0.91, precision from 0.90 to 0.93, and recall from 0.86 to 0.90. Hence, Random-D-BERT has high 
accuracy, precision, and recall across different configurations. Experiment 3 had the highest accuracy, precision, 
and recall of 0.91, 0.93, and 0.90, respectively. 

Table 3. Five folds results of SMOTE D-BERT and Random D-BERT methods 
Experiment    SMOTE D-BERT Random D-BERT 

A
cc

u
ra

cy
  

 P
re

ci
si

o
n

  

 R
ec

a
ll

  

A
cc

u
ra

cy
  

P
re

ci
si

o
n

  

R
ec

a
ll

  

Experiment 1  0.88 0.90 0.86 0.79 0.8 0.77 

Experiment 2  0.85 0.88 0.83 0.78 0.82 0.76 

Experiment 3  0.90 0.92 0.89 0.77 0.81 0.78 

Experiment 4  0.86 0.89 0.85 0.80 0.82 0.79 

Experiment 5  0.89 0.91 0.87 0.76 0.79 0.75 

Table 4 highlights the ten-fold results of SMOTE D-BERT and Random D-BERT. SMOTE D-BRET accuracy 
ranges from 0.86 to 0.93, precision from 0.88 to 0.95, and recalls from 0.85 to 0.92. Experiment 8 showed the 
highest accuracy, precision, and recall of 0.93, 0.95, and 0.92, respectively. For Random D-BERT, accuracy 
ranges from 0.90 to 0.95, precision from 0.92 to 0.96, and recall from 0.89 to 0.92. Similarly, experiment 8 
displayed higher accuracy, precision, and recall, achieving values of 0.95, 0.96, and 0.92, respectively. 
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Table 4. Ten- folds results of SMOTE-DBERT and Random D-BERT methods 
Experiment    SMOTE D-BERT Random D-BERT 
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Experiment 1  0.91 0.93 0.90 0.80 0.82 0.76 

Experiment 2  0.92 0.94 0.91 0.78 0.80 0.75 

Experiment 3  0.93 0.95 0.92 0.81 0.84 0.77 

Experiment 4  0.90 0.92 0.89 0.77 0.81 0.74 

Experiment 5  0.94 0.95 0.91 0.79 0.83 0.76 

Experiment 6  0.92 0.94 0.90 0.75 0.79 0.72 

Experiment 7  0.91 0.93 0.91 0.81 0.86 0.77 

Experiment 8  0.95 0.96 0.92 0.76 0.8 0.73 

Experiment 9  0.93 0.95 0.91 0.80 0.85 0.76 

Experiment 10  0.92 0.94 0.90 0.78 0.82 0.75 

SMOTE-GPT and Random-GPT results across five folds are presented in Table V. SMOTE-GPT accuracy 
ranges from 0.72 to 0.78, precision from 0.76 to 0.80, and recall from 0.71 to 0.76. Meanwhile, experiments 2 
and 5 performed better, with an accuracy of 0.78. Random-GPT demonstrated accuracy ranging from 0.73 to 
0.77, precision from 0.76 to 0.79, and recall from 0.70 to 0.75. Experiment 3 had a higher precision of 0.75 and 
recall of 0.77. 

Table 5. Five folds results of SMOTE-GPT and Random-GPT methods 
Experiment    SMOTE-GPT Random-GPT 
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Experiment 1  0.75 0.77 0.74 0.77 0.71 0.74 

Experiment 2  0.78 0.79 0.76 0.78 0.72 0.76 

Experiment 3  0.72 0.76 0.77 0.79 0.75 0.77 

Experiment 4  0.76 0.78 0.73 0.76 0.70 0.73 

Experiment 5  0.78 0.80 0.75 0.79 0.74 0.75 

Table 6 highlights the SMOTE-GPT and Random-GPT results based on ten-fold. The accuracy of SMOTE-GPT 
ranges from 0.72 to 0.79, precision is from 0.78 to 0.82, and recall is from 0.71 to 0.77. Experiment 5 had higher 
accuracy, precision, and recall of 0.79, 0.82, and 0.77. Concerning Random-GPT, the accuracy ranges from 0.70 
to 0.77, precision from 0.76 to 0.81, and recall from 0.69 to 0.74. Experiment 4 had a higher accuracy of 0.81, a 
precision of 0.74, and recall of 0.76. 

Table 6. Ten folds results of SMOTE-GPT and Random-GPT methods 
Experiment    SMOTE-GPT Random-GPT 
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Experiment 1  0.76 0.79 0.74 0.77 0.72 0.74 

Experiment 2  0.78 0.81 0.70 0.78 0.73 0.70 

Experiment 3  0.77 0.80 0.72 0.79 0.71 0.72 

Experiment 4  0.75 0.79 0.76 0.81 0.74 0.76 

Experiment 5  0.79 0.82 0.71 0.80 0.72 0.71 

Experiment 6  0.72 0.78 0.73 0.80 0.70 0.73 

Experiment 7  0.74 0.8 0.71 0.76 0.69 0.71 

Experiment 8  0.77 0.81 0.77 0.79 0.74 0.77 

Experiment 9  0.76 0.8 0.74 0.81 0.73 0.74 

Experiment 10  0.75 0.78 0.76 0.80 0.74 0.76 

Results of SMOTE-XLM-BERT and Random- XLM-BERT are depicted in Table 7. SMOTE-XML-BRET 
model demonstrates an accuracy from 0.84 to 0.88, precision from 0.87 to 0.91, and recall from 0.83 to 0.87. 
Experiment 2 has a higher performance with an accuracy of 0.88. For Random- XLM-BERT, the accuracy ranges 
from 0.86 to 0.92, precision from 0.89 to 0.94, and recall from 0.85 to 0.90. Experiment 2 had a higher accuracy 
of 0.88, a precision of 0.91, and recall of 0.87. 
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Table 7. Five folds results of SMOTE-XLM-BERT and Random-XLM-BERT methods 
Experiment    SMOTE-XLM-BERT Random-XML-BERT 
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Experiment 1  0.85 0.87 0.83 0.85 0.88 0.84 

Experiment 2  0.88 0.91 0.87 0.88 0.90 0.86 

Experiment 3  0.86 0.89 0.85 0.89 0.92 0.88 

Experiment 4  0.87 0.91 0.87 0.86 0.89 0.85 

Experiment 5  0.84 0.88 0.84 0.87 0.91 0.87 

As in Table 8, SMOTE-XLM-BERT demonstrated an accuracy from 0.86 to 0.92, precision from 0.89 to 0.94, 
and recall from 0.85 to 0.90. Experiment 7 showed a 0.82 accuracy, 0.86 precision, and 0.80 recall. Moreover, 
Random-XML-BERT accuracy ranges from 0.89 to 0.93, precision from 0.92 to 0.95, and recalls from 0.87 to 
0.91. Experiment 3 exhibited an accuracy of 0.80, precision of 0.82, and recall of 0.78. 

Table 8. Ten folds results of SMOTE-XLM-BERT and Random XLM-BERT methods 
Experiment    SMOTE-XLM-BERT Random-XML-BERT 
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Experiment 1  0.88 0.90 0.86 0.90 0.92 0.89 

Experiment 2  0.90 0.92 0.89 0.91 0.94 0.90 

Experiment 3  0.89 0.91 0.87 0.92 0.95 0.91 

Experiment 4  0.91 0.94 0.90 0.89 0.93 0.88 

Experiment 5  0.87 0.92 0.88 0.93 0.95 0.90 

Experiment 6  0.86 0.89 0.85 0.91 0.92 0.89 

Experiment 7  0.92 0.93 0.88 0.90 0.95 0.88 

Experiment 8  0.89 0.94 0.89 0.90 0.93 0.89 

Experiment 9  0.91 0.93 0.90 0.89 0.94 0.90 

Experiment 10  0.88 0.91 0.86 0.89 0.92 0.87 

The accuracies of MobileNet, ResNet, and CNN are determined using 10-fold cross-validation in Table IX. The 
results are displayed in Table 9. According to the Table, MobileNet had the highest accuracy of 0.98 and recall 
of 0.98. Similarly, MobileNet had the lowest MAE of 0.032. 

Table 9. Metrics for the 3 models 

 Accuracy Recall MAE 

MobileNet 0.980 0.969 0.032 

ResNet 0.930 0.919 0.071 

CNN 0.900 0.880 0.100 

This study explored sentiment analysis for Arabic panic detection systems. A comparative analysis of the four 
approaches reveals BERT's superiority in sentiment classification. Across SMOTE, Random oversampling, five-
folds, and ten-folds, BERT showed a 91% accuracy. The result aligns with previous studies [30, 31, 32]. Wang 
et al. [33] also demonstrated that BERT has a high accuracy. This outcome is likely due to BERT's ability to 
learn context-sensitive word representations. Additionally, it can effectively handle complex syntactic and 
semantic relationships. Furthermore, BERT is considered a better training methodology with augmentation 
techniques and a larger dataset [34].  

Furthermore, the five- and ten-fold cross-validation results highlight SMOTE-D-BERT’s effectiveness in 
sentiment analysis tasks. These findings highlight the model’s consistently high performance and robustness 
across different configurations and datasets. Hence, it highlights its potential as a reliable approach for sentiment 
analysis in diverse applications. Although the SMOTE-GPT model demonstrates moderate performance, there is 
variability in performance across different configurations. Therefore, its performance could be based on s 
different configurations or datasets.  

The data showed that MobileNet performed better than ResNet and CNN. MobileNet had an accuracy of 0.98. 
Previous studies also demonstrated MobileNet’s higher accuracy ability [35, 36]. The findings suggest that 
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MobileNet can detect panic effectively through image-based inputs with fewer errors. Therefore, the model’s 
recall was 0.98 and an MAE of 0.032. 

Similarly, studies showed that MobileNet had a high recall rate in detecting pneumonia from chest X-ray images 
[37]. The lower MAE shows a very low average deviation between the predicted and actual sentiment values. 
MobilNet’s low MAE and high accuracy indicate that the model is consistent and reliable across different inputs. 
This means that the model can extract fine-grained features in Arabic text effectively. Thus, the complexity of 
the Arabic language and different dialects will not affect MobileNet’s performance. Finally, MobileNet model 
outperforms all the tested BERT-based models based on accuracy and recall, achieving significantly higher 
scores (0.98 vs. a maximum of around 0.93-0.95) across different test conditions. 

4. Conclusion  

This study applies machine learning and deep learning to identify sentiments within the IRAQI-Arabic panic 
detection systems. The proposed model is based on Residual Network (ResNet), MobileNet, and Convolutional 
Neural Network (CNN). The four models including MobileNet, ResNet, and CNN, were assessed to identify 
panic detection through deep learning. MobileNet emerged as the most effective model for image-based panic 
detection across five and ten folds. The model’s performance confirms its suitability for critical applications 
requiring high-level precision. Hence, it can effectively capture the nuances of the Arabic language’s complexity, 
dialects, and varied expressions. Overall, the results highlight Random-BERT’s effectiveness for sentiment 
analysis tasks. This technique consistently demonstrated high accuracy, precision, and recall. These findings 
emphasize the potential of Random-BERT as a reliable approach for sentiment analysis in diverse applications.  

The study sheds new light on the comparative classification performance evaluation of various sentiment analysis 
techniques on Arabic panic systems. One BERT limit is that it requires computational solid capacity. Also, the 
limited dataset in this study could cause overfitting, reducing its ability to generalize to new data. Despite the 
limitations, insights from this study can improve Arab sentiment classification based on this technique. Previous 
studies have emphasized the use of large datasets, which require more computational resources. Contrastingly, 
this study focused on effectively identifying sentiments in real-world Arab panic detection systems. 
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