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Abstract 

This paper presents a comparative analysis of data formatting technology in AMF, JSON and XML, during data 

transfer between client and server. Data is authoring application that allows comparative analysis of these three 

technologies. These include aspects of the data transfer speed, the size of the output file, the data transmission safety, 

the code complexity of both the client and the server.  

Keywords: AMF; JSON; XML; client-server communication; data transfer; 

 

 

1. Introduction 

The paper presents an authoring application, which 

allows measuring the time of data transfer from the 

moment of sending a request to the server, up to the 

moment of presenting data to the user. The measurement 

is realized for three data packaging technologies AMF, 

JSON and XML. The number of data from the base is 

chosen by the user in combo box, ranging from 1 to 

76000. Time required to transfer data from the server to 

the client can be divided into several stages. Each phase 

is analyzed in detail and it is determined which of them 

introduces a delay during the data transfer. On the 

difference in time of data transfer, in addition to transfer 

technology, also affects the size of the output file, the 

complexity of the code of both the client and the server. 

The paper analyzes the aspect of data transmission 

security. At the end are given recommendations when 

and which technology to use. 

2. Used scientific methods and procedures 

In order to achieve the objectives and tasks of the 

research the following scientific methods and procedures 
were used: 

 By comparative methods were compared results of 

the existing methods and new proposed methods of 

problems solving. 

 By experimental application we have got results that 

demonstrate the effectiveness of new methods (in 
speed or saving memory space). 

 The method of generalization is applied in the 

analysis of a number of cases where there is a 

general statement that applies to all the cases. The 

method of specialization presents specific cases as a 
specific example. 

 Methods of deduction and induction are used in the 

course of experimental tests, where after the obtained 

results a conclusion is formed about the new 

techniques and the possibilities of their application. 

 

3. Technologies used for making authoring 

application 

For creating software solutions Flex technology was used 

on the client side, PHP on the server side, while, for data 

transmission were used three technologies AMF, JSON 

and XML. JSON and XML are used in many areas 
[6,7,11,12]. 

Flex is a highly productive, free open source software 

environment for creating executable version of 

expressive mobile, web and computer applications. Flex 

enables creating executable Web version and mobile 

applications that share a common basic code, thus 

shortening the time and cost of creating applications and 

long-term maintenance [1].  

While Flex applications can only be created using the 

free Flex SDK, the Adobe Flash Builder ™ software can 

accelerate development with features such as intelligent 

code editing, gradual debugging, programs for memory 

optimization and performance as well as visual design. 

https://creativecommons.org/licenses/by/4.0/
http://pen.ius.edu.ba/
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Flex in its environment contains two MXML languages 
for visualization and AS3 for functionality [2]. 

Server PHP language, is executed on the server side. 

PHP is called a scripting language because it is written in 

the form of scripts and was purpose built for use on the 

Web [7]. PHP can be written in separate files, and can be 
inserted within HTML.  

The PHP processor on the Web server interprets the PHP 

code, and the Web server on exit emits HTML or other 

types of data that the client web browser can understand. 

A copy of the HTML page is sent directly from the 

server to the client’s computer, while the PHP code is not 

sent directly, but is before that translated into a form that 

the client computer will know how to interpret. HTML 

parts in the script are left as they are until PHP code 

interprets the PHP processor and executes, and the result 

of execution is sent to the client.  

PHP code has great possibilities, of communicating with 

other computers, creating images, access to databases, 

work with graphics, creating desktop applications using 

PHP-GTK extensions all the way up to reading and 

writing files. PHP does not have its owner, it is a free 

language, a group of enthusiasts gathered together and 

made the PHP. For AMF technology, they took the 

Action Message Format and made serializators that 

correspond to action message format in PHP. 

AMF or Action Message Format, is a binary format that 

is used for serialization of objects and sending messages 

between the client and the remote service. Action Script 

3 language has classes for encoding and decoding of the 

AMF format. Adobe Systems has released AMF binary 

protocol specification on December 2007, and 

announced that it will support the developer community 

in making this protocol for all major server platforms. So 

today there is AMF support for platforms written in Java, 
PHP, .NET and other languages.  

This paper will focus its attention on the PHP language, 

because it is the chosen server platform. JSON or 

JavaScript Object Notation is a very simple text format 

for data exchange between the server and the client [6, 

10]. It is easy to parse and independent from any 

programming language. Parsing JSON format can be 

performed using the built-in JavaScript functions 

[11,12]. Compared to XML format, it is faster, shorter, 
there are no reserved words [8, 9]. 

XML, or Extensible Markup Language, is a language for 

creating electronic documents. One XML document is a 

hierarchy of XML elements. Each element represents 

part of the information contained in the document [3]. 

The content of the XML document includes: processing 
instructions, elements, attributes and comments. 

 

4.Design and application functionality 

Applications’ operating environment contains a grid, 

with columns id, First name, Last name, department, 

index no. and Date. Figure 1. shows the applications’ 
operating environment. 

 

Figure 1. Applications’ operating environment. 

The columns are loaded data from the database, which is 

located on the server Wampserver2.4-x86. Number of 

loaded data is selected from the ComboBox, the range 1-

76000 data. 

 

Figure 2. DataGrid component on applications’ workplace. 

 The application contains two Bar buttons. The first Bar 

button, stateSelector contains five states: Managament, 

Diagrams, Java-PHP, Java-PHP-XML and Comparation 
diagram. This control is defined by block code [3]: 

<s:ButtonBar 

top="25" left="30" 

dataProvider="{statesProvider}" 

labelField="label" 

id="stateSelector" 

change="stateSelector_changeHandler(event)" 

/> 

 

The dataProvider data supplier is a series of 

statesProvider, which is defined by the following block: 

<s:ArrayList id="statesProvider" > 

<fx:Object label="Managament" state= 

"managament"/> 

<fx:Object label="Diagrams" state="diagrams"/> 

<fx:Object label="Java-Php" state="javaPhp"/> 

<fx:Object label="Java-Php-Xml" state= 

"javaPhpXml"/> 

<fx:Object label="Comparation diagram" 

state="comparation"/> 

</s:ArrayList> 

https://creativecommons.org/licenses/by/4.0/
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The authoring application loads the data from two 

different servers, Wampserver2.4-x86, which works with 

PHP and Niti server, which works with Java. If the active 

state is Managament, then the work environment of the 

application is displayed. However, if the second state 

Diagrams is active, then are displayed graphs for three 

technologies of data transmission, AMF, JSON and 

XML. The state JavaPhp shows JSON charts, when there 

is client authoring application communication with the 

Wampserver2.4-x86 server and Niti server. If the fourth 

state JavaPhpXml is active, then graphs are displayed 

which measure the time of n data, when the data on the 

part of the server is formatted in XML. If the 

Comparation diagram button is active, then a comparison 

chart of AMF-JSON-XML query execution is displayed. 

The second Bar button selectProxyBar, changes its 

appearance depending on the application’s state. The 

state Management, displays three buttons 

StudentProxyAmf, StudentProxyJsonand 

StudentProxyXml.  

These three buttons offer choice of technology of data 

transfer from the database to the application in AMFU, 
JSON or XML. 

Button controls, whose labels are Previous, Next, Edit 

student, Delete student, Add student and Filter allow, to 

be respectively displayed from the base the previous 

block of data in the grid, the next data block, edit the 

selected item in the grid and the database, delete rows in 

base, add new studentin the database, and filter data in 

the grid. Depending whether the state inclass 

instancesStudentControlComponent and 

StudentManagerComponent is normal or search, the 

filter control can take two values for label Filter and 

Back. TextInput fields and ComboBoxare used to show 

items from selected grid rows, changes to the content in 

the selected rows and adding new content.  

In the state Normal, all the TextInput controls and 

ComboBox are shown, while in the state search are not 
displayed all TextInput fields. 

 

5.Experimental results and comparative analysis 

The application measures the time of data transfer from 

the server to the client for three technologies of data 

formatting, AMF, JSON and XML. Execution time 

requires measurement from the moment of sending a 

request to the server from client’s part, until the time the 

data is downloaded from the server in the Flex 

application. JSON, XML, AMF are protocols used for 

communication between the client and server. Between 

them there is a difference in data packing speed, the 

manner of data formatting, the complexity of creating 

applications, the size of the file that is being transported, 

as well as the complexity in terms of parsing data from 
one format to another. 

AMF works with binary data, on the server’s side it 

translates a language into binary data, while on the 

client’s side the inverse process is performed, that 

translates zeros and ones into visual code that is 
displayed within the graphical interface. 

In JSON technology, is carried out the translation of PHP 

objects into JSON objects, and eventually the JSON 

objects are sent as text file to the client through HTTP 
connections. The same is done with XML. 

Working application uses AMFPHP package for the 

communication of client’s ActionScript3 and server PHP 

language. In addition to the AMF, ActionScript3also 

supports XML and JSON technologies, performing data 

parsing to be transported in XML and JSON format. 

During the data transfer between client and server, there 

are several phases, with each phase requiring certain 

time. On the client’s side (Flex) there is a period for 

preparing the queries (serialization) and deserialization 

period, while on the server’s side there is deserialzation 

period, the period query execution in the database, and 

serialization period. There is also a data transfer period. 
These periods are shown in Figure 3.  

 

Figure 3. Period display, during data transfer from the server 

to the client. 

Queries are extremely rapid for any technology, there are 

in microseconds and that period is not taken into 

account. Deserialization period on the server’s side 

includes converting binary data into objects of some 

language. Query period is spent on reading data in the 

database, the data is then serialized, and then transferred 

to the client. And at the end, the data on the Flex side are 

deserialized for a certain time. Serialization has a global 

meaning, namely, in computer sciences, in the context of 

data storage, the serialization represents a process of 

translation data structure or objects in a format that can 

be saved (in the file or buffer memory, or can be sent 

through the network) and reconstructed, later in the same 
or different computer environment [5]. 

The production of AMF has, from the version 2.0, been 

undertaken by another company, and became 

considerably slower than JSON and XML. Slowness is 

due to the serialization, where a lot of time is spent on 

https://creativecommons.org/licenses/by/4.0/


 4 DOI: 10.21533/pen.v4i2.57 

 

converting objects of a language into binary data, which 

can be seen in Figure 4. This problem is solved by 

adding a plug-in, Baguette AMF, to the basic version of 
AMFPHP. 

 

Figure 4. Period of serialization, deserialization and 

establishing a connection, when add-on Baguette AMF not in 

use and when it is used. 

The application analyzes three important periods, the 

period of serialization, the period of deserialization on 

the client and server sides, the period of establishing a 

connection between the server and the client. The middle 
line defines the execution period of the service call. 

The period of establishing a connection with the AMF 

technology is approximately the same with and without 

the Baguette AMF add-on. The deserialization periods 

are slightly different in both cases. Figure 4. shows that 

data serialization period drastically varies with and 

without Baguette AMF. The shorter serialization with 

Baguette AMF presents acceleration of the AMF. 

Adding Baguette AMF plug-in to the basic version of 

AMF PHP, makes the AMF faster than JSON and XML 

when transporting larger amounts of data thus providing 

the Baguette AMF. Baguette AMF with AMFPHP is 

recommended for enterprise applications which share a 

large amount of data. 

This paper translates PHP objects in AMF, JSON or 

XML format which is readable to the Flex client. Flex 

can serialize data in AMF, JSON or XML format and 

deserializate data from these formats. Figure 5. shows 

the communication between client and server where PHP 

is used as server language and serialization and 
deserialization of data is done with Baguette AMF. 

The Client, within itself, has a built-in AMF format, 

which can be seen in Figure 5. AMF, XML and JSON 

technologies are widely used. They belong to cross 

technologies which means they do not depend on the 

operating system nor from the computer environment. 

 

Figure 5. Flex – PHP communication 

In the application, when the component Diagrams is 

active (see Figure 1), the charts for AMF, JSON and 

XML technology are shown. Comparison graph of data 

transport speed from the server to the client, which 

covers serialization period, deserialization, the period of 

establishing connection, is shown in Figure 6. In 

ComboBox is performed selection of data retrieved from 

the database on the server into the client application.  

 

Figure 6. Graphs of time dependency from the number of 

loaded data for AMF, JSON and XML-technology 

The choice of transfer technology is conducted by the 

selectProxyBar button bar. For each technology, fifty 

loading iterations are performed where in each iteration 

the same number of data is loaded, the time is measured, 

and at the end of the iteration the mean time is 
calculated. 

 Testing is performed on computer with the following 

performances: CPU - Quad Core AMD Phenom X4 

9550, 2200 MHz (11 x 200), L1 64 KB per core, 512KB 

L2 per core (On-Die, ECC, Full-Speed), 2 MB L3 (On-

Die, ECC, NB-Speed), RAM Memory - 3 Gb, Graphic 

card - NVIDIA GeForce 9400 GT. The environment of 
authoring application was used for the test. 

On the graph each column presents the data loading 

period. Horizontal fault line connects the tops of columns 

and the right horizontal line in the chart describes the 

mean loading data period. The graphs represent time 
when 1000 data from the database are loaded. 

On large number of data, AMF is faster than JSON. In 

Figure 7., on the basis of measurements in this model, is 

presented comparison diagram of dependency between 

the time and the number of data. Figure 7. shows, that up 

to 2000 data JSON is faster than AMF and above this 

number, AMF becomes faster. Therefore, it is 

recommended to use AMF technology above this number 

of loaded data. The diagram shows time dependency of 

the number of data downloaded, with JSON and XML it 

is much higher compared to the AMF. The Curve which 

describes the AMF technology, the third line, is of 

https://creativecommons.org/licenses/by/4.0/
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considerably smaller angle, while with JSON, the first 

line is substantially steeper which means that the time is 

increasing faster with the number of loaded data. The 

middle line represents the XML format where we can see 

that the XML much more depends on JSON when the 
number of transmitted data increases.  

 

Figure 7. - Comparison diagram of the data loading speed for 

AMF, JSON and XML technologies, for range from 100 to 2000 

data and the step 100. 

 

AMF does not work with HTTP connection. The 

advantage of AMF is opening of a socket connection, 

through which the client is forwarded the binary data. In 

Flex, in AMF technology, RemoteObject class is used to 

establish a connection to the server which inherits the 

Proxy class. AMF performs asynchronous 

communication, where data is sent and received without 
the agreed sending timing and receiving data. 

In AMF, the period of data transfer does not depend on 

the amount of data, because it is binary transmission and 
is always practically the same.  

 

Figure 8. Structure of JSON file which is 

loaded into the client Flex application 

 

In Figure 8. is displayed the contents of the JSON file 

when 10 data from the server are loaded in Flex 

application. 

In JSON and XML the connection period depends on the 

amount of data, the data is packed in a file in text, and 

the time of the connection depends on the size of the file. 

Therefore, the more data, the connection period increases 

with JSON and XML except that the connection period 

with XML is bigger than with JSON for the same 

amount of data because of the structure of XML resulting 

in increasing the size of the output file and thus higher 
data transfer period.  

Figure 9. displays the contents of an XML file when 10 

data from the server are loaded to the client’s application. 

Comparing the same content, in Figures 8 and 9, it can be 

concluded that XML file is more complex than JSON 

file, it has larger capacity and if both are legible.  

 

Figure 9. XML file structure which is loaded into the client 

Flex application 

 

Therefore, for the transfer of XML files, due to higher 

capacity, more time is needed, and due to the complexity 

of the XML structure, on the server and client side are 

used more complex classes to handle such structure in 

relation to JSON and AMF content all of which increases 

during serialization and deserialization.Therefore, if it 

bears the same data amount, because of the very structure 

of XML, the XML file is bigger than JSON. In Table 1. 

are given data on the size of the output file depending on 

the number of loaded data from the database for JSON 

and XML file. Data were measured while loading the 

application. 

Based on the sample from Table 1., from 10 to 100 

loaded data, the difference in file size between JSON and 

XML file is approximately 84%. Therefore, the XML 

file is 84% larger than the JSON file and thus the transfer 
of the same amount of data is shorter in JSON format. 

https://creativecommons.org/licenses/by/4.0/
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Table 1. List of values for the file size in JSON and XML 

format, for N loaded data 

 

N 10 20 30 40 50 

A 2,73 5,41 8,01 10,44 13,05 

B 5,03 9,97 14,75 19,36 24,19 

C 84 84 84 85,3 85,4 

N 60 70 80 90 100 

A 15,7 18,36 21,16 23,97 26,43 

B 29,03 33,88 38,89 43,9 48,54 

C 84,9 84,5 83,8 83,1 83,6 
 

A-Size of JSON file(Kb) 

B-Size of XML file(Kb) 

C- JSON file is bigger than XML file for (%) 

On the side of the server and the client, the structure of 

XML data is more complex and such a structure is 

difficult to treat because it has more nodes. So, if there is 

a complex structure of the object, such as XML, it is 

more difficult to treat in any language because it has to 

go through more nodes, through greater depth. Therefore, 

when it comes to serialization and deserialization, there is 

no difference between languages. Each language will 

process faster the less complex data structure. In this 

model, in PHP, it is easier to process JSON objects from 

XML objects. PHP functions for parsing the XML object 
are more complex than when processing simpler object. 

The data speed transfer is affected by the time 

serialization and deserialization, for any technology, the 

more data there is, the serialization and deserialization 

period is greater. Serialization is for the loop, which 

passes through a huge number of objects turning them 

into technology. For all three technologies the procedure 

is the same. For JSON there is inquiry into the base, and 

then the response from the database is converted into 

JSON and sent to the client. The client reads JSON, 

converts it into objects and continues to execute the 
command. The same applies to XML and AMF. 

The serialization period on the server’s side depends on 

the number of objects and if there are more objects to be 

serialized, then more time is spent which is especially 

emphasized in JSON and XML because the complexity 

is greater. Also the more data there is then the file in 

JSON and XML are heavier and more time is needed to 

transport data. Hence, the time difference is mostly 

reflected in the time required to transport data in AMF, 
JSON and XML and increases with the size of the file. 

With 100 data in AMF, the average load time is 0,21s 

and with 1000 data it is 0,31s. In JSON, with 100 data it 

is 0,08s and with 1000 it is 0,30s, the difference being 

3.62 times. This means that data transport has a major 

role. Various resources which are used in the application, 

can affect the choice of packaging data mode between 

the server and the client. For example, if a working 

application is using more services which use XML, and 

it is necessary for a service to be written, then it is logical 

to choose XML in order to have everywhere the same 

method of preparation and processing and thus to use the 

same class in the entire application for faster code 

writing and code consistency. Therefore, if one is using 

multiple data sources then it is up on the developer to 

create a single source. If they all use single technology, 

such as XML, then it is the developer’s decision to 

choose the language in the part he deals with and that is 

XML because it will thus adapt the service made with 

other services in order to use class parts from other 

services and enable to assemble the two objects. Since if 

one object is in XML and the other in JSON, then the 

two objects cannot be assembled. In this case, both 

objects would have to be converted into a readable part 

in order to connect, which would slow data load. But if 

both objects are in XML or JSON, then they can be 

assembled because they are naturally compatible, there 

are methods for them, and that is one of the advantages 

that can be used. 

When it comes to data security, SSL or encrypted 

communication mode can be used. The HTTP protocol is 

not safe when technology transfer JSON, XML or web 

services are used. The HTTP protocol can be used where 

data security is not that important because the content of 

JSON and XML file is readable (Figure 8.). SSL is a 

protocol for encrypting traffic. Here the traffic between 

points A and B encrypts so the content that is sent is not 

seen. Another manner is authorization of the services 

which can be made or bought and used. Authorization is 

function specifying the access rights to some resources 

associated with data protection. For authorization, the 

standard OAuth can be used which belongs to the open 

standard for authorization. OAuth provides the client 

application with a secure access to the resources 

allocated to the server on behalf of the resources’ owner. 

This means, the client sends the server a request whether 
he could see his data.  

The server responds so that it gives an affirmative 

answer, in terms of number or security code which the 

user will use through each subsequent request. That 

number in each query addresses the server as the data 

owner and that the server has allowed access to the client 

data. And each time the client receives a different 

password when he logs in. In general, the client is 

registered on the server as someone who wants to access 

server data. The server usually gives the client three data. 
The first data is the ID number of the application.  

Therefore, the authoring application is registered on the 

server, as the owner of the data, and requires from the 

user that the application accesses specific data and then 

the server assigns ID to the authoring application when 

in the database the application ID is written down and as 

https://creativecommons.org/licenses/by/4.0/
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the owner of the application the client is issued two data, 

a username and password. Now the client has three data, 

one is the application ID, the second is a username and 

password is the third. These three data are not used to 

access data, but another service is called for, which need 
not be on the same server where the data is.  

The client calls for the service, passing the three data 

whereby following data verification, whether the 

application ID for that username is correct and whether 

the code is correct. If it is, the service generates one 

random number which is returned to the client in 

response authentication. At the same time in the database 

with each data is entered that same client’s authorization 

number or it is placed in an authorization table. Figure 
10. shows the schematic display of the authorization. 

 

Figure 10. Access to the database with authorization 

 

Following line 1, the user requires a key to the OAuth 

system. This system generates the key and following line 

2 it is entered into the database DB. The DB basis 

following line 3, gives affirmative response that key was 

added. Following line 4, the key is sent to the client, that 

forwards it to the DB basis following line 5 while data 

requirement. Following line 6, the data is delivered to the 

client. 

It is best to use both methods for data protection, 

authentication and encoding, with the SSL service. There 

are two ways of authorization: a time-limited and 

indefinite authorization manner. With time-limited 

authorization, the authorization service, issued the client 

permission to access data on the server for a limited time. 

After the timeout, the license to the client is terminated. 

Either key is given to access the data for a period of time, 

which is calculated from the last access to the data on the 

server. This is typically done and on the web it is called 

session. This means, while the Client is active it gets 

unlimited time key. The time was measured from data 

requests, when a new request is sent it resets the time. 

When the time period expires, from the last request the 

system deletes the key from the authorization table. 
Facebook uses these things. 

The things for authorization are linked to the http 

request, for JSON, XML, and Web services, since Web 

services are practically XML. The first call towards the 
server must be OAuth, the request for authorization. 

6. Conclusions and Future Work 

The choice of technology depends on several factors, one 

of them is the amount of data. By measuring data transfer 

period in the authoring application it is determined, for a 

small amount of data, up to 2000, JSON technology is 

recommended because it is faster, and it is closest to the 

object structure, orange variant on the graphics. When 

large amounts of data are used, up to 2000, AMF 

technology is recommended, blue variant on the 
graphics. 

If using multiple sources that have been created in one 

technology, in XML, then it is recommended to the 

developer when creating the service to use the same 

technology, for the sake of simplicity, speed and 

consistency of code writing. When it comes to the 

complexity of the code, AMF technology is 

recommended, JSON and XML in the end. If it comes to 

the size of the output file, based on the measurements, 

JSON file is smaller for 84% of the XML file, and JSON 

file is recommended. If there is transfer of large data 

amounts, but segmentation is done, per segment is not 

transmitted more than 2000 data and then the 
recommendation is to use JSON technologies. 

If it is a heterogeneous structure, which has support for 

XML, then it is advisable to use an XML format for 

communication between software and hardware 

components that communicate with each other. If data 

security is not important, then you can use the HTTP 

protocol for JSON, XML and Web services. If a more 

secure way of data transfer is important, then HTTPS 
connection is recommended. 
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Abstract 

This work aims to develop a model capable of evaluating the behavior of distributed energy resources in 13-nodes IEEE 

systems as a result of the change in the disconnector’s opening protocol that creates a power generation island. The first 

scenario simulated a failure in the 632-671 line isolating the subsystem into two 375 kVA distributed generation units 

(DG) in the nodes 675 and 652. Likewise, a second scenario considered the aperture of the disconnector located 

between nodes 671 and 692 representing a 375 kVA DG feeding a 900 kVA load. The last scenario produced a three-

phase failure modeling two 500 kVA DG units in the nodes 634 and 646 supplying an 800 kVA load.       

Keywords: Distributed Sources, Electric Simulation, Generation Model, Islanding Operation, Power Systems. 

 

 

1. Introduction 

The distributed generation is defined as the utilization of 

electric power external sources directly connected to an 

existing power distribution infrastructure. These sources 

are denoted as Distributed Generation (DG) [1] 

The distributed generation is based on the production of 

electricity located near the demanding load and frequently 

installed in the same building. It considers a wide variety 

of technologies depending on the availability. Sometimes, 

this distribution is named “disruptive” due to its propensity 

to affect the electric networks in industries.  Mostly, 

microturbines and fuel cells will be the dominant 

components of distributed generation systems that will 

affect the dynamic grid components. [2] 

Recently, there are two main pullers of distributed 

generation systems. The first puller is the increasing 

interest in the utilization of sustainable and clean energy 

resources. Likewise, the second puller is the new direction 

of the policies defined by some governments which allow 

independent companies to sell electricity using existing 

transmission and distribution grids. [3] Therefore, small-

scale generation industries could find new opportunities to 

participate in the local energy market.   

Large-scale installations guarantee the regional supply; 

therefore, they are not considered as a DG unit. These units 

are independent small-scale systems connected to the 

infrastructure due to economic and logistics reasons. [2,4]. 

The people is having a raising interest in installing power 

plants capable of supplying their own demand and feeding 

the exceeds to the grid generating extra income. 

Consequently, governments could decrease the high 

investments in the power generation sector resulting in a 

lower energy price and a high-quality supply [5].       

The classical application of symmetrical components to 

short circuit computation is based on the premise that the 

normal pre-fault network is symmetricaland with balanced 

loads; while this assumption is acceptableat the 

transmission level, it does not hold in many distribution 

system feeders where the number of phases is less 

thanthree [6]. 

Distribution networkanalysis can be carried out either 

using phase coordinates orsymmetrical components, with 

the choice mainly dependingon whether calculations in one 

domain lead to computationalperformance 

improvements[7]. 

Existen en la literatura diferentes estudios relacionados con 

el modelado de sistemas de distribución teniendo en cuenta 

diferentes métodos, configuraciones y elementos que han 

contribuido de manera significativa a la investigación de 

redes de distribución de energía eléctrica a nivel mundial 

[8 - 12].  

This work aims to develop a model capable of evaluating 

the behavior of distributed energy resources in 13-nodes 

IEEE systems as a result of the change in the 

disconnector’s opening protocol that creates a power 

generation island. The stability analysis exposed here 

allows identifying the performance of a radial distribution 

power system with different disturbances. Results are 

relevant in the planning and operation stages of a 

distributed generation system. 
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2. Material and methods 

Typically, the structure of a distribution system is based 

on radial or tree like feeders, probably with loops, which 

are often operated as open rings. In these networks, 

measurements are mainly located at the feeder-heads, 

either as voltage measurements, active and reactive power 

measurements or as current measurements [13]. 

Unlike transmission and subtransmission systems, where 

real-time telemetry provides sufficient redundancy to 

assurenetwork observability, medium voltage (MV) 

distribution feedershave so far lacked the required 

infrastructure (sensorsand telecommunication) allowing 

the operating point to beaccurately determined [14]. 

Tests were performed using synchronous and 

asynchronous machines. The synchronous machines were 

based on smooth rotor units of 1.25 MVA capacity [15, 

16]. These units were characterized using the software 

NEPLAN [17]. The transitory and sub transitory 

impedance sequences were needed in the short-circuit 

modeling. The parameters were defined in accordance to 

[18] and are summarized in table 1 and table 2.  

 

Modeling the central generation unit was done using 

parameters gathered in Table 3.  The simulations were 

performed using a 13-nodes IEEE radial system [19].  

A 615 MVA synchronous generator capable of supplying 

the load was employed. This generator replaced the grid 

feeder used in the IEEE test model. It was necessary to 

add a 5 MVA power transformer which decreases the 

voltage from 15 kV at the generator outlet to 4.16 kV; 

this is the voltage set in the system [15, 16] (Figure 1).   

 
Table 1. Parameters Considered in the Synchronous 

Distributed Generation [18] 
 

0.4 – 1.25 

MVA 

0.48 kV 

T’do = 5,51s D = 0 X’’d = 

,0171 

T’’do = 0,10s Xd = 2,062 X’’q = 

0,171 

T’qo = 0,8s Xq = 1,35 Xl = 0,1 

T’’qo = 0,1s X’d = 0,251 S(1,0) = 

0,176 

H = 1,29s X’q = 0,631 S(1,2) = 

0,49 

 

 
Table 2. Parameters of the Synchronous Distributed 

Generation Exciters [18]. 
TR = 0,02s VRMIN = -7,3 TF = 1,0 

KA = 400 KE = 1 E1 = 5,475 

TA = 0,02s TE = 0,253s SE(E1) = 0,5 

VRMAX = 7,3 KF = 0,03 E2 = 7,3 

SE(E1) = 

0,86 

 
 

 

 

 

Table 3. Parameters considered in the central generation 

system [18] 
 

 

 

 

 

 

 

 

615MVA 

15kV 

T’do = 3,3s D = 2 X’’d = 

0,23 

T’’do = 0,02s Xd = 0,898 X’’q = 

0,2847 

T’qo = 0,001s Xq = 0,646 Xl = 

0,2396 

T’’qo = 0,06s X’d = 0,2995 S(1,0) 

= 0,18 

H = 5,145s X’q = 0,646 S(1,2) 

= 0,33 

 

The aerial distribution lines were set up according to the 

characteristic of impedance and distance between the 

phase conductors [20]. The dimensions of each line 

varied for each segment depending on the nodes location. 

 

 
Figure 1. Layout of the 13-nodes IEEE radial test system [19] 

 

Table 4 summarizes the impedance values and other 

configuration parameters. 

 

 

 

 

 

 

https://creativecommons.org/licenses/by/4.0/


 

 11 DOI: 10.21533/pen.v4i2.55 

 

Table 4. Setup of the lines used in the 13-nodes IEEE radial test 

system [20] 

 

Setup 
R 

(ohm/mile) 

X 

(ohm/mile) 

B 

(S/mile) 

Ir 

max 

(A) 

601 0,3465 1,0179 6,2928 730 

602 0,7526 1,1814 5,6990 340 

603 1,3294 1,3471 4,7097 230 

604 1,3228 1,3569 4,6658 230 

605 1,3292 1,3475 4,5193 230 

606 (sub) 0,7982 0,4463 96,8897 329 

607 (sub) 1,3425 0,5154 88,9912 310 

 

The excitation system of the synchronous machine was 

modeled using NEPLAN; a control block was fitted and 

the recommendations mentioned in [21] were followed as 

shown in Figure 2.  

 

 
Figure 2. Type 1 excitation system [22] 

 

The regulator of the excitation system works continuously 

in the model [22]. The control block and the synchronous 

generator were fitted, modeling the distributed generation 

system as shown in Figure 3. 

 

 
Figure 3. Control block applied to the type 1 exciter 

 

The variables that were adjusted were included in Table 

5. Parameters were defined in NEPLAN and the 

transference function was established [16]. 

 

Connecting the generators to the distribution grid was 

possible by using two transformer models. One is a 16 kV 

15/4 reducer type that connects the central generation 

unit; whereas the second is a 16 kV 0.48/4 elevator type 

transformer which connects the synchronous generators 

to the nodes of the grid. 

 

 

 
Table 5. Configuration of the Exciter[20] 

Symbol Description Value 

TR Time constant of the regulator 

input 

0.02 s 

KA Regulator gains 400 

TA Time constant of the regulator 

amplifier 

0.02 s 

KE Gain exciter 1 

TE Time constant exciter 0.253 

s 

KF Loop gain stabilization of the 

output voltage of the amplifier 

0.03 

TF Time constant of the stabilization 

block 

1.0 s 

VRMAX Maximum regulator output 

voltage 

7.3 V 

VRMIN Minimum regulator output voltage -7.3 V 

E1 Saturation Voltage 5.475 

V 

SE75max Exciter saturation function at 75 

% 

0.5 

E2 Saturation Voltage 7.3 V 

SEMAX Exciter saturation function at 100 

% 

0.86 

 
Parameters were included in Table 6.  

 
Table 6. Transformers Configuration [20] 

 
S 

(KVA) 
VH (kV) VL (kV) 

R 

% 

X 

% 

TR 

Gen-

Sin 

5000 15 – D  4,16 – Y  1 8 

TR GD 400 0,48 – D  4,16 – Y  1,1 5 

XFM-1 500 
4,16 – Gr 

W 

0,48 – Gr 

W 
1,1 2 

 

3. Results and discussion 

3.1. Load flow analysis 

The analysis of the steady state was done utilizing a load 

flow and the application of the Newton-Raphson method 

on the 13-node model. Based on this, we determined 

which nodes showed the largest drop on its voltage 

profile as shown in Table 7. 

These are the most sensible nodes; therefore, they were 

considered as fundamental criteria to include the 

synchronous and asynchronous GD units together with 

the static and dynamic analysis [16] 

The simulation of the system considering the central 

generation unit exclusively (Figure 1) exhibits that nodes 

646 and 680 have the largest decrease in the voltage 

profile with values about 94.09 and 93.91%, respectively. 

These results are under the operational limit between 90 

and 110%.  
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Table 7. Results of the Load Flow of the 13-node IEEE System. 

 

MS 13 N 

Node 

U 

kV 

U 

% Node 

U 

kV U % Node 

U 

kV 

U 

% 

646 3,91 

94,

09 684 3,938 94,6 675 

3,92

8 

94,4

2 

645 3,92 

94,

26 611 3,934 94,5 

N-Gen-

Sin 16,5 110 

633 4,11 

98,

99 652 3,929 94,4 650 

4,42

1 

106,

29 

671 3,94 

94,

83 680 3,903 93,8 

N 632-

671 

4,03

4 

96,9

7 

634 0,45 

95,

03 692 3,943 94,7 632 

4,13

4 

99,3

7 

3.2. Voltage stability 

The voltage stability was studied doing several 

simulations of continuous load flow; these were 

performed varying the operational control of the DG unit 

in the PV or PQ mode, and changing the load factor when 

the asynchronous DG unit was added.  

Figures 4 and 5 exhibit the effects that these changes have 

on the voltage stability observable in the voltage profile 

of the node 632. Results provide insights about the 

voltage collapse when the power transferences increases 

in a specific region of the radial system; nonetheless, the 

collapse point for all the nodes occurs at the same power 

level regardless of the voltage observable in the specific 

nodes.  

 

Figure 4. PV control on node 632 

 

As a result of installing a generation unit in the node 675, 

653 and 646, the stability of the systems and the load 

factor “λ” will rise in comparison to the base case where 

the load flow was done using the central generation unit 

solely (Figure 4). After adding the DG unit at the node 

675, the chargeability moves up to 6.076 MW with a 

voltage collapse level of 77.305 V% . 
 

Figure 5 shows the performance of the system when 
controlling the operation of the PQ machine. 

 

Figure 5. PQ control on node 632 

 

The load factor in the node 646 and the voltage collapse 

level augmented up to 0.545 MW and 78.419 V% in 

comparison with the MS. This means that the load factor 

does not depend on the time; likewise, as a result of the 

change in this factor, the equilibrium points, and the 
system trajectories vary. 

Simulations of the asynchronous machine (figure 6) 

exhibit that the load factor of the DG unit is lower than 

the 4.772 MW resulting from the central distribution 
system. 

 

Figure 6. Asynchronous machine, node 632 

 

Meanwhile, the voltage collapse limit is 77.093V% which 

reduces the stability margin of the system. This can be 

ascribed to the fact that asynchronous machines are not 

capable of generating reactive power.  

 

It is noted that the profiles voltage increases in the most 

critical nodes.This indicates that the stability for the load 

increases when machines of generation are installed close 

or where larger loads are.Voltage profiles at 680 and 646 

nodes increased approximately 3%.It is also noted that the 

voltage profile varies around 1.5% and depending on the 
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point of location on the network; profile increases by 

approximately 2%.This is very positive because if a 

disturbance occurs in the system, it is capable of returning 

in an acceptable time to a steady state where the voltages 

in all nodes are within an operating range. 

3.3. Islanding operation analysis 

Islanding operation conditions were adjusted by adding 

generation units in the nodes 675 – 652 – 646 – 634.  

 

Afterward, three scenarios were simulated to analyze 

possible real failures in grids with distributed generation. 

 

3.3.1. Failure in a line  

The first scenario assumed a failure in the line 632-671 

isolating the subsystem into two 375 kVA DG units in 

the nodes 675 and 652. These units fed a 1.7 MVA load 

as exhibited in figure 7. 

A three-phase failure was promoted in the line in two 

seconds, and then an answer was observed in the switch 

located at node 671 which solve the failure in three 

seconds.  

 

 

Figure 7. Layout of the system under islanding operation 

Figure 8 shows the effect of the failure on the line. There 

is an oscillation that is supported by the central generation 

unit together with the two DG units and their 

corresponding excitation systems; nevertheless, the 

frequency gets out of synchrony when the switch placed 

at node 671 is opened.  

 
Figure 8. Performance of the frequency 

 

Meanwhile, the DG units raise their frequency out of 

control because the central generation unit was supported 

the operational frequency of the radial network initially.   

The active power provided by each unit undergoes some 
changes due to the failure simulated (Figure 9). 

 

Figure 9. Performance of the active power 

 

Exactly 2s of the simulation,active power experiences a 

fall from 0,33MW until 0,077MW; point which has a 

reaction to 3s and then unexpectedly increases to a peak 

value of 0,13MW. These results of active power, can be 

used to resize correctly, electrical networks that work 

with distributed generation; as the active power flow in 

both directions, grid becomes dynamic and this affects the 

size of the conductorsand protection systems. 

 

As a consequence of this disruption, there is a tension 

collapse as shown in the node 671 (Figure 10). 

 

 
Figure 10. Results of the reactive power in the node 671 

 

Furthermore, there is a less sensitive response when the 

DG units are asynchronous machines. Figure 11 exhibits 

the frequency oscillation when the failure occurs. 

This parameter is recovered increasing the stability of the 
DG units after disconnecting the line 671. 
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Figure 11. Frequency oscillation registered 

 

These simulations show that the use of distributed 

generation sources increases the oscillation frequency of 

the 13 nodes system and these frequency oscillations are 

larger when asynchronous machines around 5.09 Hz are 

used. 

Nonetheless, the active power drops to zero consequently 
with the voltage collapse as shown in Figure 12. 

 

Figure 12. Voltage collapse registered in the node 671 

 

This is ascribed to the high load demanded by the system 

in comparison with the power produced by the DG units. 

Finally, the reactive power, which DG units cannot supply, 

is satisfied by the shunt capacitance connected to nodes 

611 and 675 (Figure 13). 

 

 

Figure 13. Effect of the shunt capacitance connected to nodes 

611 and 675 

 

3.3.2. Open a disconnector 

The second scenario is simulated by opening the 

disconnector located between node 671 and 692. As a 

result of it, there is a 375 kVA DG unit feeding a 900 

kVA load (Figure 14). 

 

 

 
Figure 14. Layout of the system under conditions described in 

the scenario II 

 

Disconnector is opened at 2s.  Similarly as the scenario 

mentioned above, the disconnector aperture affects the 
synchrony of the system as shown in Figure 15. 

 

 

Figure 15. Voltage at node 692 

 

The differences between the demand and the power 
capacity of the DG units produce a voltage collapse. 

 

3.3.3. A three-phase failure 

The third scenario consists of a three-phase failure 

occurring in the line 632 – 671 at 2s. The impedance and 

distance relays located in node 632 sense the failure, 

opening the disconnector attached to line 761 0.1 s later. 

Afterward, the impedance relay disconnects the central 

generation unit. This scenario models a system composed 

of two DG units in the nodes 634 and 646 with a power 

capacity of 500 kVA each one capable of supplying an 800 

kVA load as stated in Figure 16.  

https://creativecommons.org/licenses/by/4.0/


 

 15 DOI: 10.21533/pen.v4i2.55 

 

 

Figure 16. Layout of the system under conditions described in 

the scenario III 

 

The performance of the two DG units is summarized in 
Figure 17. 

 

Figure 17. Frequency at node 632 

 

The system frequency stabilizes after disconnecting the 

central generation unit; although, three seconds later, it 

varies again due to the load supplied by the two DG units.  

This load causes instability in the DG units, and a voltage 

collapse caused by the active power (Figure 18).  

 

Figure 18. Active power in the GD units 

4. Conclusions  

The behavior of distributed energy resources in 13-nodes 

IEEE systems as a result of the change in the 

disconnectors´ opening protocol that creates a power 

generation island was modeled. The islanding operation 

of a power network consisting of distributed generation 

units have some security and stability problems that need 

to be considered. To keep the system operating conditions 

should be used controls and protections that detect 

failures and minimize their duration in the system, as 

recommended by the IEEE P1547.4 standard is a guide to 

the design, operation and integration of distributed 

generation systems in islanding power systems. 

In cases where the system instability occurs and the island 

load is higher than the DG units capacity, protection 

measurements should be considered to sense the dynamic 

performance of the system and adjust the DG units or 

disconnect them when needed. Hence, voltage profile 

collapses can be avoided. Distance and impedance relays 

should be correctly parametrized because this can 

promote instabilities that will affect the dynamic 

response, cause large oscillations, and modify the power 

angle of the Dg units.  

The adequate operation of the systems analyzed with DG 

units depends on the DG power capacity; it might be 

larger than the electrical load. The power balance should 

be preserved considering the synchronous or 

asynchronous characteristics of the machines. Also, AVR 

and PSS devices fitted to the generation units should be 

employed allowing to stabilize the system against fast and 

slow disturbances such as an aperture of switches, 

disconnectors, reconnectors, or changes in the load 

profile. 
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Abstract 
 
The objective of this paper is to present new and simple mathematical approach to deal with uncertainty 
transformation for fuzzy to random or random to fuzzy data. In particular we present a method to describe fuzzy 
(possibilistic) distribution in terms of a pair (or more) of related random (probabilistic) events, both fixed and 
variable. Our approach uses basic properties of both fuzzy and random distributions, and it assumes data is both 
possibilistic and probabilistic.  We show that the data fuzziness can be viewed as a non uniqueness of related 
random events, and prove our Uncertainty Balance Principle. We also show how Zadeh’s fuzzy-random 
Consistency Principle can be given precise mathematical meaning. Various types of fuzzy distributions are 
examined and several numerical examples presented.  
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1. Introduction 
In studies of uncertain phenomena, several methods are 
employed. Two most widely used are random and 
fuzzy data approaches. They are typically described in 
terms of random and fuzzy distributions [7]. These two 
methods look at the uncertainty from different points of 
view. In literature one can find various terms for fuzzy 
data, such as possibilistic, soft and subjective [3], as 
opposed to random called probabilistic, hard and 
objective [21]. These terms are somewhat arbitrary and 
there are authors who used probability distributions to 
represent subjective information [42, 43, 44]. Similarly, 
other authors used fuzzy sets and possibility 
distributions to describe objective imprecise 
information either about constants or about probability 
distributions [41]. Historically, probability is defined in 
the context of some physical measurement and 
mathematically in terms of probability axioms by 
Kolmogorov [34] where probability space, events and 
associated probabilities are defined. Related notion of 
random variables are defined in terms of mappings 
from probabilistic space of events to real line, carrying 
an underlying probabilities from the original event 
space. Indexing with some independent variable, such 
as time, one can define random processes as dynamic 
versions of random variables. On the other hand fuzzy, 
possibilistic approach relates to some intuitive 
uncertain notion (often of human nature) of an 
underlying uncertain event with some confidence 
(presumption) levels defined. Often in fuzzy data there 
is no reference, at least not directly, to any experiment 
or hard measurement. It is more representation of our 
confidence level in an uncertain phenomenon. If a need 
arises to combine fuzzy and random data, such as in 
soft/hard data fusion, [7],[21], each distribution is 

typically handled separately for a specific problem at 
hand, and to our knowledge no rigorous mathematical 
methodologies exist for a practical uncertainty 
alignment between two types of data. In a fundamental 
paper by Zadeh [2], a concept of possibilistic fuzzy 
distributions was introduced as opposed to random and 
probabilistic distributions. The possibilistic distribution 
is shown to be equivalent numerically to fuzzy 
membership function. In classic fuzzy references 
[7],[8], various algebraic operations on fuzzy data are 
dscribed, as well as the methods as how to combine 
fuzzy and random data in meaningful ways. One 
obvious method is to normalize random data 
distribution to unity and combine it with the fuzzy data. 
Mathematically correct in principle, this method can be 
considered as a sort of uncertainty alignment from 
random to fuzzy data. Unfortunately the method is not 
practical because of loss of information in the process 
[7]. Also, in our opinion this method does not have any 
strong conceptual ground.  Another approach is to 
define hybrid data which retains both fuzzy and 
random properties of original data. One can define 
random fuzzy data where fuzzy distribution argument 
is “randomized” according to a probabilistic 
distribution density. Or, one can consider fuzzy random 
data where the value of random distribution density is 
fuzzified according to fuzzy distribution. From these 
original ideas, there was very extensive development 
last two decades, [9]-[19] in the area of "random fuzzy 
sets" and "fuzzy random variables". Neither is the focus 
of our paper. The subject of our paper is to consider 
fuzzy to random uncertainty alignment (i.e. starting 
with  fuzzy  and  generating random data, or vice versa)  
using very basic properties of fuzzy and random 
distributions.  Our  motivation  is to produce a common  

https://creativecommons.org/licenses/by/4.0/
http://pen.ius.edu.ba/
mailto:mhodzic@ius.edu.ba
mailto:migdathodzic@gmail.com


 

 18  

 

fuzzy or random data base to process the data further 
for either decision making process for a given 
application or a possible data filtering. In our approach 
we employ three step methodology, i.e.: 

(I) Decompose any fuzzy distribution via 
cumulative (probabilistic) distribution functions (CDF). 
We do not use probabilistic density functions (PDF), a 
derivative of CDF, for two reasons. First, it may not 
always exist [34], and second is that CDF is normalized 
to unity by the definition, similar to fuzzy distributions.  

(II) Use basic probabilistic axioms whereas the 
CDFs are defined in terms of random event 
probabilities of the form P(X≤x), [34],[35], and 
combined with (I) above resulting in probability 
differences ∆P(Ai) for some TBA events Ai. 

(III) Use Big Data or some other statistical 
methodologies to produce best ∆P(Ai) choices in (II). a 

 
The result of our approach is that for any unimodal 
fuzzy data, fuzzy distribution can be thought of as a 
combination of fixed and variable probability events. In 
the case of multimodal fuzzy data, this representation 
consists of a number of fixed and variable random 
events. We believe  our approach can bring about new 
avenues in aligning fuzzy and random data, in 
particular in very important area of soft-hard (human-
machine) data fusion [21]. In our previous introductory 
paper [40] we presented the basics of our uncertainty 
alignment methodology. This paper extends these 
results with additional fuzzy to random alignment 
methods, and it presents a unifying Uncertainty 
Balance Principle of the general form Π(x) + 
∑∆P(Ai,Aj) = 1 and Π(x) =  ∑∆P(Ai,Aj) for all 
alignment cases. The paper is organized as follows. 
Section 2  summarize, very briefly, basic probabilistic 
and possibilistic results employed in this paper.  We do 
not aim to be complete with these summary, just what 
is of interest for the current paper. In Section 4 we 
introduce our main fuzzy to random uncertainty 
alignment arguments using standard triangular fuzzy 
distribution (TFN). The approach applies to any fuzzy 
distribution. We describe steps which result in fuzzy 
distribution as a combination of fixed and variable 
probabilities. In Section 4 we formalize and prove key 
results:  

(i) Probabilistic decomposition of an n-modal 
fuzzy distribution 

(ii) Universal Uncertainty Balance Principle 
which is presumption and x-invariant, and related 

(iii) Uncertainty Change Law. 
  

In Section 4.7 we point to a potential use of our 
methodology in Data Fusion and Decision Making 
situations. Section 5 presents numerical examples  
showing fuzzy distributions in terms of fixed (unique) 
and variable (non unique) random events and related 
probabilities. Symmetric and non symmetric TFN, 
convex and non convex distributions are illustrated. 
The numerical examples confirm results of Section 4. 
Section 6 has the pseudo code for the uncertainty 
alignment algorithms, Conclusion is in Section 7, and 
key references are included in Section 8. 

2. Random (Probabilistic) Distributions    

       And Fuzzy (Possibilistic) Distributions 
For the purposes of this paper we recall few basic 
classic probability and cumulative distribution facts as 
well as elementary fuzzy distributions results used in 
this paper.  

2.1.  Probability and Cumulative Distribution 

The random events A, A1, A2, etc. are the subsets of a 
certain event S and they are assigned probabilities P. 
From classic references [34], [35] we have: 
 
              0 ≤ P(A) ≤ 1,  P(S) = 1, P(O) = 0                 (1) 

      P(A1UA2) = P(A1) + P(A2) – P(A1∩A2)            (2) 
 
where O is an impossible event. If  A1UA2 = S and two 

events are mutually exclusive, then P(A1UA2) = 

P(A1)+P(A2)=1, hence A1 and A2 are complementary 

with P(A1) = 1 – P(A2) = P(A2*) and A2* indicates 

complementary event to A2. For any event A, the 

following holds: 

                            P(A) + P(A*) = 1                            (3) 
 

If the events are independent, then we have: 
 
                   P(A1∩A2) = P(A1)P(A2)                        (4) 

 
Mutual exclusivity and independency do not imply each 
other.  A random variable X(ξ)  is a function that 
assigns a real number to each outcome ξ in the sample 
space S of a random experiment [34],[35]. If an event A 
is given in S such that A={ξ: X(ξ)ϵB}, where B is a 
subset of real line R, then A and B are equivalent 
events with the same probability: 
 

                P(XϵB) = P(A) = P(ξ: X(ξ) ϵB)               (5) 
 
Cumulative distribution function (CDF) of X is defined 

as: 

          FX(x) = F(x) = P(X ≤ x), - ∞ ≤ x ≤ + ∞         (6) 
 

which is a probability that  X has a value in (-∞, x], and 

hence it is a function of x. Figure 1 shows uniform CDF 

and related PDF, which is a derivative of CDF. The 

properties of CDF and PDF can be found in any classic 

probability theory reference, such as [34] and [35]. 
 
 
 

 
Figure 1. Uniform CDF and PDF 

In this paper we deal with the cumulative rather than 

density functions (which may not exist in some cases), 

for mathematical as well as conceptual and practical 

reasons.  

2.2.   Possibility and Fuzzy Distributions 

x 

   a            b                               a             b 

 

x 

1/(b-a) 
1 

F(x)  f(x) = F’(x)  
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Possibility theory was developed early on by Zadeh [2]-

[5] as an extension of fuzzy sets theory, in the context 

of information meaning, in particular in the context of 

semantic variables and human soft (fuzzy) data. 

Possibility was associated with fuzziness, either due to 

lack of knowledge or related to the subset for which 

possibility is defined. Since its inception possibility 

theory was developed in an axiomatic framework. We 

do not aim to discuss recent theoretical developments in 

possibility theory which there are many [9]-[19]. We 

simply recall possibility distribution ΠX(ξ) as a fuzzy 

restriction on the values assigned to an uncertain 

variable X and numerically equivalent to fuzzy 

membership function µA(ξ), i.e. ΠX(ξ) = µA(ξ). For 

simplicity of the notation we use Π(x), x representing 

specific choice of fuzzy variable X. Here we recall  just 

a few fuzzy distribution properties which are used in 

this paper. 
 
           0 ≤ Π(A) ≤ 1,   Π(S) = 1, Π(O) = 0               (7) 

 
where O is an empty set and S is a universe of 

discourse, with all subsets to which we can assign 

possibilities. For any A we also have: 
 
                          Π(A) + Π(A*) ≥ 1                          (8) 

 
where A* indicates complementary event to A. The full 

axiomatic description can be found in [18]. 
 

2.3.   Consistency Principle 

We find it useful for our paper to recall Consistency 

Principle between fuzzy and random variable X defined 

in Zadeh’s classic paper [2] as: 
 

      ΓX = ∑ PiΠi = P1Π1+ P2Π2+ …+ PnΠn               (9) 
 

where i=1,…,n and variable X can be interpreted both 

as probabilistic and possibilistic, with the 

corresponding distributions consisting of the same 

number of choices in the interval of interest. 

Consistency Principle carries an intuitive observation 

that reducing the possibility of an event tends to reduce 

its probability. The opposite may not hold. If there is a 

precise (point wise) match between possibilistic and 

probabilistic distributions, Pi = Πi, then:  

 

                        ΓX = ∑ Π2
i = ∑ P2

i                          (10) 
 

Consistency Principle as given in (9) may be useful 

when possibility is known about uncertain event X but 

not the probability. Our paper expands this idea via 

Uncertainty Balance Principle which produces variable 

probability from given possibility. In that sense our 

approach is similar to (10) rather than (9), as shown in 

Section 4. Our approach also lends itself to a precise 

mathematical and quantitative treatment.  
 

3.  Fuzzy To Random Alignment 
 

Methodology described in this paper can be of good use 

in decision making process where data is inherently 

mixed, both soft (fuzzy) and hard (random). Often in 

literature one finds terms such as objective, sensor 

based, or machine for hard data, and subjective, human 

based for soft data. One particular area of interest is 

human-machine (soft-hard) data fusion [21]. The main 

contribution of our work can be understood as two fold: 
  
     (i) If fuzzy data is available, we can produce 

variable random data with variable probabilities 

reflecting original fuzziness.  
 
     (ii) On the other hand, if a variable random data is 

available we can produce corresponding fuzzy 

distribution, both contributions per our Uncertainty 

Balance Principle. 
 

3.1.  General Considerations  
We proceed by considering a typical triangular fuzzy 

distribution number (TFN) given in Figure 2 with the 

interval of interest {a,b,c} for any a, b and c, and the 

corresponding fuzzy distribution Π(x) numerically 

equivalent to the fuzzy membership function µ(x), [2]. 

At this point we will not write equations for the 

segments of Π(x). This is done in Section 6 with 

numerical examples. Note that our approach can be 

applied to any other fuzzy variable, unimodal or 

multimodal, symmetric or not, normal or non normal, 

convex or non convex, trapezoidal or arbitrary shaped 

fuzzy distribution. Section 5.5 shows additional 

examples of fuzzy distributions. The key is that the 

CDF properties [35] are satisfied. Next step is to define 

a pair of CDF’s such as in Figure 1 to “decompose” 

TFN distribution Π(x):  
 

                      Π(x) = F1(x) – F2(x)                         (11) 
 

where F1(x) and F2(x) are shown in Figure 3. They are 

both uniform probabilistic distributions. The purpose of 

the decomposition (11) is a first step in relating fuzzy to 

random variables. Our first idea to define (11) came 

from an obvious fact that CDF is maximum at 1 similar 

to Π(x). Next step is to find a way how to describe both 

rising and falling part of  Π(x), and hence (11) came as 

a natural solution. Recall that a CDF is a probability of 

an event A = “X ≤ x” as given in (6). It is critical we 

assume the uncertain variable X is both possibilistic 

and probabilistic. 

 

Next we take another “probabilistic” step to refine (11) 

using basic probability relation in (2). The key is that 

equation (1) has negative term in it which we can 

associate with F2(x) in (11). This negative term can take 

different form depending how we move different terms 

around in (2). Three methods are described. 
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Figure 2. Triangular fuzzy number (TFN) 

 

 

 
Figures 3. CDF’s  F1(x) and F2(x) 

 
 
3.2.   Method 1 
This method is described in full details in our earlier 
paper [40]. It is summarized here. We rewrite (2) as:  
 

   P(A1) – P(A1∩A2) = P(A1UA2) – P(A2)         (12) 
 

Each side of Equation (12) is a probability and it 
satisfies basic probabilistic axioms in (1) and (2). 
Nice property of (12) is that both sides have 
negative terms, as does Equation (11). See also 
Figure 4. We proceed in two Π(x) parts, rising and 
falling.  
 

Rising Part.  We equate left side of (12) with (11): 
  

 Π(x) = F1(x) – F2(x) = P(A1) – P(A1∩A2)        (13) 
 
from where F1(x) and F2(x) could be uniquely 
associated with the corresponding probabilities in 
(13). The aim of this step is to formally align F1(x) 
with P(A1) and F2(x) with P(A1∩A2), with an idea 
that an intersection of two events A1∩A2 can 
produce probability non uniqueness, whereas A1 
would be fixed. We again recall the fact that CDF 
is a probability of an event per (6). Next, the 
events A2 and A1∩A2 (their probabilities P(A2) and 
P(A1∩A2) given via F1(x) and F2(x)) are to be 
determined.  What is not uniquely determined is A2 
because different A2 can produce the same 
intersection A1∩A2. A little reflection on set theory 
brings us to: 
 

             P(A1∩A2) ≤ P(A2) ≤ 1 - Π(x)                (14) 
 
producing the same P(A1∩A2). The right side 1 – 
Π(x) ≤ Π*(x) represents complementary fuzzy 
distribution to Π(x), which upholds the condition 
in (10). Note that non unique A2 corresponds to 
x≤b, while A2 is unique for b ≤ x, due to a 

simultaneous action of  conditions  in  (14).  One  
can  consider  that the interplay of  unique  P(A1) 
and non unique P(A2) in P(A1∩A2), produces 
“fuzziness” on the left hand side of Π(x). See also 
Figures 5. 
 

Falling Part. We equate right side of (12) with 

(11): 
 

  Π(x) = F1(x) – F2(x) = P(A1UA2) – P(A2)       (15) 
 
 
where P(A2) is uniquely defined in (15). The 
events A1UA2 and A1 are to be determined.  

 

 

 

 

 

 

 

 

 

 

 

 
          Figures 4. Method 1: CDF’s F1(x) and F2(x) 
 
 

 

 
           Figures 5. Rising part bounds on P(A2)  

 

 
Figures 6. Falling part bounds on P(A1) 

 
 

Note that the forms of F1 and F2 are same as before  

but we interpret them differently, i.e. as  P(A1UA2) 

x 

a                b                c 

P(A1) 

x 

 a               b                c 

P(A1UA2) 

x 

a                b                c 

1 

x 

a                b                c 

1 P(A1∩A2) 

x 

F2(x)         P(A1∩A2)         P(A2) 
P(A3) – P(A3∩A4) 
 

a                b                c  

x 

a                b                c 

F1(x)          P(A1)                   P(A1UA2) 

x 

a                b                c 

1 

x 

a                b                c 

1 

x 

a                b                c 

1 

Π(x) = µ(x) 

F1(x) 

F2(x) 1 

1 

1 

1 - Π(x) 

P(A2) 
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and P(A2). To further clarify  A1, we consider 

union A1UA2, which produces the following 

condition on P(A1): 
                  

         Π(x) ≤ P(A1) ≤ P(A1UA2)                   (16) 
 

Figures 6 summarize P(A1) and bounds given in 

(16) for  Π(x) using P(A1UA2). The gray area in 

P(A1) indicates its non unique choices. They will 

all generate the same F1=P(A1UA2). Note that the 

grey area corresponds to b ≤ x, while P(A1) is 

uniquely defined for x ≤ b, due  to a simultaneous 

action of conditions (16). As in Rising Part, one 

can consider that the interplay of unique  A2 and 

P(A2) and non unique A1 and P(A1UA2) is 

equivalent to “fuzziness” of the right hand side of 

Π(x), when b ≤ x. By combining two parts, we 

conclude that non unique choices for A1 and A2 

and their corresponding probabilities P(A1) and 

P(A2), correspond to the non zero part of the 

distribution  Π(x). Outside of  that, when Π(x)=0, 

they can be considered independent for the trivial  

cases  of   probabilities 0 or 1, per Table 1, where 

we used the notation P1=P(A1) and P2=P(A2). Note 

that the non zero Π(x) corresponds to the gray 

shaded areas in Table 1. 
 
Table 1. Π(x), Method 1. Equations (16) and (19) 

x A1 A2 A1  vs.  A2 

0 ≤ x < a P1 = 0 P2 = 0 P1 + P2  = 0 

a ≤ x < b P1 = Π Non 
unique 

P1 + P2  ≤ 1 

b ≤ x < c Non 
unique 

P2 = 1 - Π P1 + P2  ≤ 1 

c ≤ x 0 = P1  P2 = 1 P1 + P2  = 1 
  

Final note is that if we choose (13) for the Falling 

Part instead of (15) we end up with P(A1) and 

P(A2) as constant probabilities, given  Π(x), and 

there will be no “fuzziness” induced by variable 

probabilities.  
  

3.3.  Method 2 

Now we use Equation (2) and define fuzzy 

distribution  (11), with the following choices for 

CDF’s F1(x) and F2(x): 
  
                  F1(x) = P(A1) – P(A1∩A2)              (17a) 

      F2(x) = P(A3) – P(A3∩A4)             (17b) 
  

Venn diagrams in Figures 7 are for x ≤ b with the 

arrows indicating  two evens A1 and A2 “extending” to 

eventually form a certain event with the probability 1, 

with either  P(A1∩A2) = 0 (A1 and A2 meet) or 

P(A1∩A2) ≠ 0 (A1 and A2 overlap), with P(A1) + P(A2) - 

P(A1∩A2) = 1 in either case. This corresponds to the 

presumption (possibility) level of  Π(x) = 1.   
                          
 

  
 

Figures 7. Formation of fuzzy distribution Π(x) in (17a) 
 
 

 

 

 

 

 
 

 

 

 

 
 

Figures 8 Method 2: CDF’s F1(x) and F2(x) 
 
 

For b ≤ x, the same process starts with two new events, 

A3 and A4 with the probabilities in (17b) for F2. For c ≤ 

x we have Π = 0, when the events (A1, A2) and (A3,A4) 

form P1 + P2 - P12 = 1 and P3 + P4 - P34 = 1 canceling 

each other. See Table 2. Figures 8 show probability 

diagrams. The shaded areas indicate non unique 

probabilities. The probability limits are obtained for x ≤ 

b from Figures 7, 8, and from (17a): 
 

         Π(x) = P(A1) – P(A1∩A2)                   (18) 
 

with A1 is chosen first and A1∩A2 and A2 follow, to 

obtain: 
 

  Π(x) ≤ P(A1) ≤ 1              

0 ≤ P(A1∩A2) ≤ 1 - Π(x) 

                         0 ≤ P(A2) ≤ 1 - Π(x)                  (19) 
 
 

Similarly for A3 chosen then A3∩A4 and A4 follow on b 
≤ x, and from (17b): 
 

     Π(x) = 1 -  [P(A3) – P(A3∩A4)]               (20) 
 
producing: 
 

  1 - Π(x) ≤ P(A3) ≤ 1              

0 ≤ P(A3∩A4) ≤ Π(x) 

                            0 ≤ P(A4) ≤ Π(x)                    (21) 
 
 
 

Table 2 has Method 2 summary, with Pi=P(Ai), 
Pij=P(Ai∩Aj), i,j=1,2. Note that the role of events 
A1 and A2 can be reversed, and similarly for A3 
and A4, i.e. either pair of events can be chosen 
first. There may be some TBD probabilistic  
connection between events (A1, A2) and (A3, A4). 
 
Table 2. Π(x) using Method 2, Equations (17a,b) 

x A1,  A3 A2,  A4 A1  vs. A2,  A3 vs A4 

x 

a                b                c  

x 

a                b                c 

F1(x) = P(A1) – P(A1∩A2) 

A1 

A2 

A1 

A2 
A1∩A2 

1 

1 

F2(x) = P(A3) – P(A3∩A4) 
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0 ≤ x ≤ a Pi = 0 Pj = 0 Pk + Pk+1  = 0, k=1,3 

a ≤ x ≤ b 
P3=P4=0 

A1 non 
unique 

A2 non 
unique 

Π = P1 - P12 

0 ≤ P1 + P2 - P12 ≤ 1 

b ≤ x ≤ c 
P1=P2=0 

A3 non 
unique 

A4 non 
unique 

Π = P3 – P34 

0 ≤ P3 + P4– P34 ≤ 1 

c ≤ x Pi = 1 Pj = 1   Pk+Pk+1-Pk,k+1=1, k=1,3 

  

3.4.  Method 3  
We use (1) and define fuzzy distribution 
decomposed as in (11), with the following choices 
for F1(x) and F2(x): 
  
     F1(x)=P(A1UA2)=P(A1)+P(A2) – P(A1∩A2)       (22a) 
  F2(x) = P(A3UA4)=P(A3) + P(A4) – P(A3∩A4)       (22b)   
Figures 7 applies here as well. For b ≤ x, the same 

process starts with two new events (A3,A4) with the 

corresponding F2(x) probabilities (22b). For c ≤ x we 

have Π(x) = 0, when (A1,A2) and (A3,A4) form P1+P2-

P12=1 and P3+P4-P34=1 compensating each other. See 

also Table 3. Figures 10 show two diagrams with the 

corresponding probabilities. The shaded areas indicate 

non unique probabilities. The probability limits similar 

to (14) and (16) can be obtained from Figures 7 and 8, 

as we assume A1 is chosen first and then A2 and A1∩A2 

follow for x ≤ b: 
 

  0 ≤ P(A1) ≤ Π(x)               

0 ≤ Π(x) – P(A1) ≤ P(A2) ≤ Π(x) 

                 0 ≤ P(A1∩A2) ≤ P(A1) ≤ Π(x)           (23) 
 

which is equivalent to: 
 
                0 ≤ P(A1), P(A2), P(A1∩A2) ≤ Π(x)           (24) 
 
Similarly for A3, A4 and A3∩A4 for b ≤ x we have: 
 
        0 ≤ P(A3), P(A4), P(A3∩A4) ≤ Π(x)           (25) 
 
Table 3 has Method 3 summary. Note that the role 
of A1 and A2 can be reversed, and also for A3 and 
A4. We assume that the events A1, A2 are not 
related to A3, A4. 
 
 

 

 

 

 

 

 

 

 

 

 

 

Figures 9. Method 3: CDF’s F1(x) and F2(x) 
 
 

Table 3. Π(x) using Method 3, Equations (22a,b) 

x A1,  A3 A2,  A4 A1  vs. A2,  A3 vs A4 

0 ≤ x < a Pi = 0 Pj = 0 Pk + Pk+1  = 0, k=1,3 
a ≤ x < b 
P3=P4 =0 

A1 non 
unique 

A2 non 
unique 

Π = P1 + P2 - P12 

0 ≤ P1 + P2 - P12 ≤ 1 
b ≤ x < c 
P1=P2=0 

A3 non 
unique 

A4 non 
unique 

Π = P3 + P4 – P34 

0 ≤ P3 + P4– P34 ≤ 1 

c ≤ x Pi ≤ 1 Pj ≤ 1 Pk+Pk+1-Pk,k+1=1,k=1,3 

 

3.5.  Other Methods 

Before we state the main results in the next Section 4, 

few comments are in order. By considering Section 3.1 

and Equation (11) we can attempt to decompose Π(x) in 

other ways. For example an “obvious” choice is  Π(x) = 

F1(x) – F2(x) = P(A1) – P(A2). The problem with this 

choice is that  it does not offer any probability 

variations (non uniqueness). Similarly if we choose 

Π(x) = F1(x) – F2(x) =  [P(A1) + P(A2)] – [P(A3) + 

P(A4)], the same comment applies, i.e. once we choose 

say P(A1), then P(A2) follows uniquely, and the same 

for P(A3) and P(A4). We comment on this further in 

Section 4.5. 
 

4.   Uncertainty Balance Principle 

This section advances Section 4 results and states 

several general results. The main goal is to produce a 

usable and practical result to relate fuzzy and variable 

random data. 
 

4.1.  General Considerations 
For simplicity we assume TFN within the intervals 
{a,b} and {b.c} non zero Π(x). The results are general 
for any fuzzy distribution Π(x) which can be 
represented by repeated procedure (11) for increasing x 
values. These distributions can be non convex, non 
normalized, and of other shapes, symmetric, non 
symmetric, unimodal and multimodal. Figure 10 shows 
a bimodal fuzzy distribution consisting of two non-
overlapping TFNs. They can also overlap. 
 
 

 
 

 

 

 

 

 

                       Figure 10. Bimodal TFN 
 

The Π(x) decomposition consists of two pairs of 

cumulative probabilistic distributions: 
 

        Π(x) = F1(x) – F2(x) + F3(x) – F4(x)              (26) 
 
By an induction extension of (2), for “n” modal 
TFN we have the following general result: 
 
Theorem 1. Fuzzy n-modal distribution function 
Π(x) can be decomposed as a difference of sums of 
probabilistic cumulative distributions: 
 
                        Π(x) = ∑ Fi(x) – ∑ Fj(x)                    (27) 

 
 

x 

    a1    b1              c1      a2     b2   c2 

1 
Π(x) = µ(x) 

x 

F2(x) = P(A3UA4) = P(A3) + P(A4) – P(A3∩A4) 
 

a                b                c  

x 

a                b                c 

F1(x) = P(A1UA2) = P(A1) + P(A2) – P(A1∩A2) 
1 

1 

https://creativecommons.org/licenses/by/4.0/


 

 23  

 

with i = 2k-1, j = 2k, k = 1,2,…,n, for any x,  where the 

odd functions amount for rising portion of fuzzy 

distribution and even for the falling portion. 
 
For an unimodal distribution, n = 1, (27) reduces to 

(11), and for a bimodal one, n = 2, and (27) reduces to 

(26). In terms of expressing (27) as specific 

probabilities, we have three possibilities depending on 

how we use (1). 
 

4.2.  Method 1 

Using (26) and Section 3.2 results for bimodal case, we 

have: 
 

      Π(x) = P(A1)–P(A1∩A2)+P(A3)–P(A3∩A4)       (28a) 
  

for two rising parts of  Π(x) and: 
 

     Π(x) = P(A1UA2)–P(A2)+P(A3UA4)–P(A4)       (28b) 
 

for  two falling parts of  Π(x). With (27) and (28a,b) we 

have the following: 
 
 
Corollary 1.1.  Fuzzy n-modal distribution 
function given in Theorem 1 can be further 
expressed as a difference of sums of probabilities: 
 
                 Π(x) = ∑P(Ai) – ∑P(Ai∩Aj)                  (29a) 
 
for two rising parts of  Π(x), and: 
  
                 Π(x) = ∑P(AiUAj) – ∑P(Aj)                  (29b) 
 

for  two falling parts of  Π(x), with i = 2k-1 and j = 2k, 

k = 1,2,…,n.   
 
When n=1, for unimodal fuzzy distribution, (29a,b) 

reduce to (13) and (15), and for n=2, bimodal fuzzy 

distribution, (29a,b) reduce to (28a,b), respectively. 

Next, we define: 
 

             ∑∆P(Ai,Aj) = ∑∆P(Ai) + ∑∆P(Aj)               (30) 
 

as total probability change, with: 
 
                  ∆P(Ak) = P(Ak)M – P(Ak)m                      (31) 
 
as probability range for event Ak, where “M” stands for  

maximum value, and “m” is for minimum value. We 

now state  the following general result which relates a 

fuzzy distribution and a set of changes in related 

random event probabilities.  
 
Theorem 2. Any multimodal fuzzy distribution Π(x) 

can be expressed in terms of fuzzy presumption-

invariant and x-invariant universal fuzzy-random 

Uncertainty Balance Principle: 
 
                         Π(x) + ∑∆P(Ai,Aj) = 1                   (32a)   

                           Π*(x) ≥ ∑∆P(Ai,Aj)                     (32b) 
 
for any x, with  i = 2k-1, j = 2k,  k = 1,2,…,n.  
  
Note that practical implication of this Theorem is to be 

able to express fuzzy data distribution as a combination 

of a number of variable random events and 

corresponding probabilities. We illustrate this notion in 

Section 5 with numerical examples, and in particular in 

Example of Section 5.5 which discusses a specific 

fuzzy distribution and specific resulting variable 

probabilities. To continue, note that for simplicity, we 

did not burden the notation in Theorem 2 with stating 

dependency of ∆P’s on x. The key feature of Theorem 2 

is that it holds for any x and any presumption level of 

Π(x).  We prove the unimodal case when n=1, for TFN 

in Figure 2.  The proof for any n and Π(x) is 

straightforward, by repeating the procedure n times. 

From (14) and (16) we obtain (see also Section 5 

examples): 
 
For x ≤ b:                                                                   (33) 

                                     P(A1)m = P(A1)M 

                     ∆P(A1) = P(A1)M – P(A1)m = 0 

                                     P(A2)M = 1- Π(x), P(A2)m = 0 

                     ∆P(A2) = P(A2)M – P(A2)m = 1 – Π(x) 
 

For b ≤ x:                                                                   (34) 
 

                                     P(A1)m = Π(x), P(A1)M = 1 

                     ∆P(A1) = P(A1)M – P(A1)m = 1 – Π(x) 

                                     P(A2)m = P(A2)X 

                     ∆P(A2) = P(A2)M – P(A2)m = 0 
 
Note that the point “b” is maximum  Π(x) point of a 

TFN, or any other unimodal fuzzy distribution. 

Replacing (33) and (34) into (32), for n = 1, we obtain: 
 
               Π(x) + ∆P(A1) + ∆P(A2) = 1                     (35) 

 

or: 

                     Π(x) + ∆P(A1,A2) = 1                        (36a) 

                       Π*(x) ≥ ∆P(A1,A2)                          (36b)                                
 
holding across the full range of argument x and Π(x), 

and (36b) follows from (10). 
 
One can interpret Theorem 2 result as “randomness” 

pool left to form fuzzy distribution to a random 

certainty. This also means that for higher 

“presumption” levels, near 1, corresponding 

randomness pool is smaller (less uncertainty to adjust) 

and for lower “presumption” levels it is larger (more 

uncertainty to adjust). Examples in Section 7 and 

Figures 10 show that clearly. We have the following 

result based on Theorem 2: 
 
Corollary 2.  Any fuzzy distribution derivative 

dΠ(x)/dx can be expressed for any argument x as a 

universal fuzzy-random Uncertainty Change Law: 
 

             dΠ(x)/dx = - ∑d[∆P(Ai,Aj)]dx                   (38a) 

             dΠ*(x)/dx ≥ ∑d[∆P(Ai,Aj)]dx                   (38b) 
 

and i = 2k-1, j = 2k, k = 1,2,…,n. For n = 1, we have 
 

                 dΠ(x)/dx = - d[∆P(A1,A2)]/dx                 (39a) 

                 dΠ*(x)/dx ≥ d[∆P(A1,A2)]/dx                 (39b) 
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Due  to  the  fact  that  the  changes  in  two  

probabilities ∆P(A1) and ∆P(A2)  are  not zero at 

different arguments x (39a) reduces to a very simple 

fact: 
 

                    dΠ(x)/dx = - d[∆P(Ai)]/dx                     (40) 
 

where ∆P(Ai) is ∆P(A1) or ∆P(A2) for i=2, depending 

on x value. Simply stated, (40) says that the change in 

fuzzy distribution is the opposite of probability change. 

This is also shown in Section 6 with numerical 

examples and in Figures 11. The first diagram shows 

Π(x) changes with ∆P, for any fuzzy distribution. This 

is a consequence of Theorem 2 and presumption and x-

invariant nature of it. The second diagram in Figure 11 

indicates how dΠ/dx and d(∆P)/dx relate, based on 

Corollary 2.1. The diagrams are universal for any Π(x), 

for any Fi(x). This is also illustrated in Section 6 with 

various distributions Π(x). 
 
4.3.   Method 2 

In this case Theorem 1 still holds as stated above. 

Instead of Corollary 1.1 and using (17ab), we have: 
 

 

 

 

 

 

 

Figures 11:  Method 1: Theorem 2 and Corollary 2 
 

Corollary 1.2.  Fuzzy n-modal distribution 
function given in Theorem 1 can be expressed as a 
difference of sums of probabilities: 
 
                    Π(x) = ∑P(Ai) - ∑P(Ai∩Aj)                  (41) 
 
with i = 2k-1 and j = 2k, k = 1,2,…,n.   
 

For n=1, we obtain Π(x) = P(Ai) - P(Ai∩Aj). Using 

(17a,b)-(21), with total probability change: 
 
          ∑∆P(Ai,Aj) = ∑∆P(Ai) - ∑∆P(Ai∩Aj)            (42) 
 
we state the following general result similar to Theorem 
2. 
 

Theorem 3. Any multimodal fuzzy distribution Π(x) 

can be expressed in terms of fuzzy presumption-

invariant and x-invariant universal fuzzy-random 

Uncertainty Balance Principle. For any x ≤ b, we have: 
 

                   Π(x) + ∑∆P(Ai,Aj) = 1                        (43a)    

                     Π*(x) ≥ ∑∆P(Ai,Aj)                          (43b)         
 
and for any b ≤ x: 
     
                       Π(x) = ∑∆P(Ai,Aj)                           (44a) 
                    Π*(x) + ∑∆P(Ai,Aj) ≥ 1                      (44b) 
 

Similar to Theorem 2, the result above holds for  any x 

and any  presumption level  of  Π(x).  We  prove the 

case when n=1, for TFN in Figure 2. The proof for any 

n and any Π(x) is straightforward. From (18) through 

(21) we obtain: 
 
For x ≤ b:                                                                  (45)                                                       

         P(A1)m = Π(x),  P(A1)M = 1 

               ∆P(A1) = P(A1)M – P(A1)m = 1 - Π(x) 

   P(A1∩A2)m = 0,  P(A1∩A2)M = 1 - Π(x) 

 ∆P(A1∩A2) = P(A1∩A2)M – P(A1∩A2)m = 1 - Π(x) 

                    P(A2)m = 0,  P(A2)M = 1 - Π(x) 

               ∆P(A2) = P(A2)M – P(A2)m = 1 - Π(x)  
                                  
Replacing (45) into (43), for n=1, we obtain:  
 

    Π(x) + ∆P(A1) + ∆P(A2) - ∆P(A1∩A2) = 1        (46) 
 
or: 
 
                  Π(x) + ∆P(A1,A2)  =  1                       (47a) 

                       Π*(x) ≥ ∆P(A1,A2)                          (47b) 
 
For b ≤ x:                                                                 (48)  
    

               P(A3)m = 1 - Π(x),  P(A3)M = 1 

               ∆P(A3) = P(A3)M – P(A3)m = Π(x) 

                        P(A3∩A4)m = 0,  P(A3∩A4)M = Π(x) 

        ∆P(A3∩A4) = P(A3∩A4)M – P(A3∩A4)m = Π(x)       

          P(A4)m = 0,  P(A4)M = Π(x) 

                    ∆P(A4) = P(A4)M – P(A4)m = Π(x)  
        
Replacing (48) into (43), for n = 1, we obtain:  
 

   1 - Π(x) + ∆P(A3) + ∆P(A4) - ∆P(A3∩A4) = 1     (49) 
 

or: 

                        Π(x) = ∆P(A3,A4)                         (50a) 

                   Π*(x) + ∆P(A3,A4)  ≥ 1                     (50a) 
 

Next, we have the following result based on Theorem 

3: 
 
Corollary 3.  Any n-modal fuzzy distribution 

derivative dΠ(x)/dx can be expressed for any argument 

x as a universal fuzzy-random Uncertainty Change 

Law: 
 

              dΠ(x)/dx = - ∑ d[∆P(Ai,Aj)]/dx                (51a) 

               dΠ(x)/dx = ∑ d[∆P(Ai,Aj)]/dx                 (51b)  
 

for x≤b and b≤x respectively, i = 2k-1, j = 2k, k = 

1,2,…,n.  
 
For unimodal distribution, n = 1, Figures 12, we have: 
 

              dΠ(x)/dx = - d[∆P(A1,A2)]/dx                   (52a) 

                dΠ(x)/dx = d[∆P(A3A4)]/dx                    (52b) 

 
 

4.4.  Method 3 
 

Theorem 1 still holds. Using (22a) and (22b), we have: 

 

 

∆P(A1,A2) 

Π(x) dΠ/dx 

d[∆P(A1,A2)]/dx 

1 

1 
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Figures 12:  Method 2: Theorem 3 and Corollary 3 

 

Corollary 1.3.  Fuzzy n-modal distribution 
function given in Theorem 1 can be further 
expressed as a difference of sums of probabilities: 
 

   Π(x)=∑P(AiUAj)=∑P(Ai) +∑P(Aj) - ∑P(Ai∩Aj)   (54)      
 

with i = 2k-1 and j = 2k, k = 1,2,…,n.   
 

Using (23)-(25), as well as (18) and (21), and with: 
 
 ∑∆P(Ai,Aj)=∑∆P(Ai) + ∑∆P(Aj) - ∑∆P(Ai∩Aj)     (55) 
 

for total probability change, we state the following: 
 

Theorem 4. Any multimodal fuzzy distribution Π(x) 

can be expressed in terms of fuzzy presumption-

invariant and x-invariant universal fuzzy-random 

Uncertainty Balance Principle. For any x ≤ b, we have: 
 

                          Π(x) = ∑∆P(Ai,Aj)                        (56a)         

                      Π*(x) + ∑∆P(Ai,Aj) ≥ 1                      (56b)                  
                               
and for any b ≤ x: 
     
 

                     Π(x) + ∑∆P(Ai,Aj) = 1                       (57a) 

                      Π*(x) ≥ ∑∆P(Ai,Aj)                            (57b) 
 

We  prove for n = 1, TFN in Figure 2. The proof for 

any n and any Π(x) is straightforward. From (23)-(25) 

we obtain: 
 
For x ≤  b:                                                                 (58) 
                                             

    P(A1)m = 0,  P(A1)M = Π(x) 

∆P(A1) = P(A1)M – P(A1)m = Π(x) 

P(A1∩A2)m = 0,  P(A1∩A2)M = Π(x) 

 ∆P(A1∩A2) = P(A1∩A2)M – P(A1∩A2)m = Π(x) 

    P(A2)m = 0,  P(A2)M = Π(x) 

∆P(A2) = P(A2)M – P(A2)m = Π(x)  
                                            

Replacing (58) into (56a), for n = 1, we obtain:  
 

       Π(x) = ∆P(A1) + ∆P(A2) - ∆P(A1∩A2)           (59) 
 
or: 
                     Π(x) = ∆P(A1,A2)                              (60a) 

                 Π*(x) + ∆P(A1,A2) ≥ 1                       (60b) 
                              

with ∆P(A1,A2) representing total probability change 

for two events A1 and A2.  
 

For b ≤ x:                                                                   (61) 

                P(A3)m = 0,  P(A3)M = Π(x) 

                      ∆P(A3) = P(A3)M – P(A3)m = Π(x) 

            P(A3∩A4)m = 0,  P(A3∩A4)M = Π(x) 

  ∆P(A3∩A4) = P(A3∩A4)M – P(A3∩A4)m = Π(x)       

                         P(A4)m = 0,  P(A4)M = Π(x) 

                    ∆P(A4) = P(A4)M – P(A4)m = Π(x) 
 
 
Replacing (61) into (56b), for n = 1, we obtain: 
 
 
     Π(x) + ∆P(A3) + ∆P(A4) - ∆P(A3∩A4) = 1           (62) 
 
or: 

                      Π(x) + ∆P(A3,A4)  = 1                         (63a) 

                      Π*(x) ≥ ∆P(A3,A4)                               (63b) 
 

with: 
  
    ∆P(A3,A4) = ∆P(A3) + ∆P(A4) - ∆P(A3∩A4)         (64) 
 
representing total probability change of random events 

A3 and A4. We have the following result based on 

Theorem 4: 
 
Corollary 4.  Any n-modal fuzzy distribution 

derivative dΠ(x)/dx can be expressed for any argument 

x as a universal fuzzy-random Uncertainty Change 

Law: 
 

                      dΠ(x)/dx = ∑ d[∆P(Ai,Aj)]/dx                    (65a) 

                      dΠ(x)/dx =  -∑ d[∆P(Ai,Aj)]/dx                  (65b)  
 
for x ≤ b and b ≤ x  respectively, i=2k-1, j=2k, 

k=1,2,…,n. For unimodal distribution n=1, Figure 13, 

we have: 
 

                  dΠ(x)/dx = d[∆P(A1,A2)]/dx                  (66a) 

                 dΠ(x)/dx = - d[∆P(A3,A4)]/dx                 (66b) 
 
and: 

                           Π(x) = ∆P(A1,A2)                         (67b) 
 
                       Π*(x) + ∆P(A1,A2) ≤ 1                     (67a) 
                                      
for x ≤ b and b ≤ x  respectively.  
  
Note that three methods (Theorems 2, 3, and 4) produce 
similar but not quite equivalent results. They offer 
different choices for variable probabilities. The 
common feature is that all state Uncertainty Balance 
Principle in which fuzzy distribution is either equal to 
probability change or offset by it, adding up to 1, i.e. 
certain event in random and presumption level 1 in 
fuzzy distribution. Corresponding Corollaries state 
Uncertainty Change Laws. Hence we have more than 
one option to transform fuzzy to random data, and vice 
versa. Section 7 illustrates all results with several 
numerical examples and suggests ideas how to generate 
fuzzy distributions using variable random events. 
 
 
 

∆P(A3,A4) 

dΠ/dx 

d[∆P(A3,A4)]/dx 

  b ≤ x   

1 

∆P(A1,A2) 

 

Π(x) dΠ/dx 

d[∆P(A1,A2)]/dx 

x ≤ b 

1 

1 

Π(x) 

1 
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Figures 13. Method 3: Theorem 4 and Corollary 4 
 

We also state the reverse result to Theorems 2, 3 and 4, 

i.e. random to fuzzy uncertainty alignment, as: 
 

Corollary 5.  Given a probabilistic and possibilistic 

uncertain variable X, with defined range of 

probabilities ∑∆P(Ai,Aj) defined for random events Ai 

and Aj, i = 2k-1, j = 2k, k = 1,2,…,n, a possibilistic 

distribution Π(x) can be formed observing Uncertainty 

Balance Principle in either of the forms:  
 

                         Π(x) = 1 - ∑∆P(Ai,Aj)                     (68a) 

                            Π(x) = ∑∆P(Ai,Aj)                       (68b) 
 
 
depending on the uncertainty alignment method used, 

and the rising or falling side of Π (x) represented.  
 
Note that the results of this section can be also used in 

hard-soft data fusion where the staring point are 

probabilistic rather than possibilistic data. This gives 

our results an universal applicability in either fuzzy-

random or random-fuzzy uncertainty data alignment. 
 

4.5.  Other Methods 

As described in Section 4.5 we may consider to use 

other probability decomposition methods in (14) such 

as Π(x) = F1(x) – F2(x) =  [P(A1) + P(A2)] – [P(A3) + 

P(A4)]. These choices do not offer any variability of 

probabilities, once one is chosen, the other follow 

uniquely. Hence there is no “fuzziness” involved, i.e. 

all ∆P(Ai,Ai+1) are zero. For such cases Uncertainty 

Balance Principle reduces to “Certainty Principle” of 

the form: 
 
                       Π(x) = P(A1) + P(A2)                       (69a) 

                     Π(x) + P(A3) + P(A4)  = 1                  (69b) 
 
 
for x ≤ b and b ≤ x  respectively and it looks to be of 

less practical use. Note that for probability variability 

we need presence of non zero intersection of the 

random events and non zero probability P(Ai∩Aj). This 

is because specific P(Ai∩Aj) can be generated by a 

variety of random events Ai and Aj and their 

corresponding probabilities. This is illustrated in 

Section 5.5. 
 

4.6.  Consistency Principle as Uncertainty Balance 

Principle 

Referring back to Zadeh’s Consistency Principle [2], as 

given in (7a) for an unimodal fuzzy distribution, one 

can re interpret it in the light of our Theorems 2, 3 and 

4 which hold for any multimodal fuzzy distribution, any 

presumption level and any argument x. In this 

reinterpretation the Principle has a clear conceptual and 

numeric meaning, as well as an intuitive rationale. We 

can consider it as a “Fuzzy-Random Uncertainty 

Balance Principle” and it can be an alternative to 

Consistancy Principle given in (9).  Instead of 

multiplying Pi  and Πi, we can use the sum of ∆Pi‘s and 

Πi in the spirit of Theorems 2, 3 and 4 where “i” now 

points to a different x, that is xi. Recall that all 

Theorems hold for any presumption level Π(x) as well 

as any x. For example, from Theorem 2 we can redefine 

Consistence Principle using  our Uncertainty Balance 

Principle general form Πi + ∆Pi = 1, equivalent to  Πi = 

1 - ∆Pi = ∆P*i or Π*i ≥ ∆Pi which hold for any xi, (i.e. 

on both sides of Π(x)) as: 
 

                ΓX = ∑(Πi + ∆Pi) = ∑(∆Pi∆P*i) = n       

                         ΓX ≤ ∑(ΠiΠ*i)                                  (70) 
 

where i=1,…,n and ∆Pi is the corresponding total 

probability change in the x range where  Πi’s are non 

zero. Complementary values are indicated with “*”. 

Theorems 3 and 4 produce similar result, with slight 

modification: 
 

              ΓX = ∑(ΠiΠ*i) + ∑(∆Pi∆P*i)  = n                (71) 
 
where i and j can go from 1 to n/2 or some other ratio.  

We see how Consistency Principle as defined above is a 

reflection of our Uncertainty Balance Principle, and 

besides an intuitiveness it has a definite numerical 

meaning as well. For example we can agree that ΓX = 

10 is better consistency than ΓX = 5, if 10 and 5 are 

number of arguments xi for which we have the 

agreement (or knowledge) that Πi = ∆Pi. This can be 

used in decision making situations when we need to 

combine soft (fuzzy) with hard (random) data, starting 

from either one. The assumption is, as stated earlier, 

that the uncertain variable X is both possibilistic as well 

as probabilistic. See also Table 4 bellow. We will 

elaborate on various applications of Uncertainty 

Balance Principle in our currently going research work 

on soft-hard or hard-soft data fusion. 
     

4.7.  Note On Soft-Hard Data Fusion 

One of the practical motivations for this work, is to 

have a methodology to transform fuzzy data to random, 

and vice versa, so we can apply unique approach and 

available tools  to both. In the first case it is 

probabilistic methodology, once fuzzy data are 

∆P(A3,A4) 

Π(x) dΠ/dx 

d[∆P(A3,A4)]/dx 

b ≤ x   

∆P(A1,A2) 

 

Π(x) dΠ/dx 

d[∆P(A1,A2)]/dx 

x ≤ b 
 

1 

1 

1 

1 
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described in terms of certain variable probabilities. At 

the same time we can reverse the process, and given 

probabilistic description of some phenomenon, where 

there is a natural variability of probabilities, we can 

transform random to fuzzy and use all the fuzzy tools 

available. In either case our approach can enhance 

decision making process where both soft and hard data 

are present, and both are to be used to make some 

decision. Section 3.6 points to one way to judge level of 

alignment of fuzzy and random data, in the situations 

where both are generated for a phenomenon which can 

be treated both as a fuzzy and as random. This 

phenomenon may come from a system of sensors or 

soft valuations such as coming from a human operator 

[21]. Table 4 has an intuitive summary of various 

equivalent descriptions and attributes found in literature 

on  soft (human generated) and hard (sensor or 

machine) generated data. Other views on what is hard 

and soft and when to apply fuzzy vs. random are 

possible as well [41]-[44]. 
 

Table 4. Intuitive Soft and Hard Data Designations 
Soft Data ↔ Human 

Operator 

Hard Data ↔ Sensor 

(Sensors - Machine) 

Subjective Objective 

Expresses Valuation Expresses Measure 

Qualitative Quantitative 

Possibilistic Methodology Probabilistic Methodology 

Fuzzy Models Random Models 

Distribution ΠX(x) = µX(x) Distribution FX(x) 

 

4.8.  Other Fuzzy Distributions 

Figures 14  show  other  types  of  fuzzy distributions 

which can be handled by our approach. The first one is 

a trapezoidal distribution which can be decomposed 

using a pair of CDFs. The second one is a bimodal and 

a combination of two distributions put together (gray 

area can belong to either). It can be decomposed by 

using two pairs of CDFs. The next one is a convex 

distribution with the maximum at “b”. It can be 

decomposed by a pair of CDFs, with the break at “b”. 

The last one is a concave distribution. First two fuzzy 

distributions consist of uniform random distributions, 

and the last two are not uniform. Any combination of 

the above distributions is possible too. Uncertainty 

Balance Principle and Uncertainty Change Law hold in 

any case, for uniform or non uniform distributions. In 

Section 6 we  show four numerical examples, two 

uniform, two non uniform fuzzy distributions. Note that 

in every case the continuity conditions for CDFs are 

observed when Π(x) is expressed in terms of Theorem 

1.  
 

 

 

5.  Numerical Examples 
 

5.1. Examples of  Π(x) Distributions 
In this section we consider four numerical examples 
which illustrate the main results of the paper.  Figure 2 
and Equation (11) give a simple TFN decomposition 
with the CDFs as: 
 
             F1(x) =   0,        x < a 
                     =   (x – a)/(b-a),  a ≤ x < b 
                     =   1,        b ≤ x 
            F2(x) =   0,        x < b 
                     =   (x – b)/(c-b),  b ≤ x < c 
                     =   1,        c ≤ x                              (72) 
 
 

 

 

 

 
Figure 14. Various fuzzy distributions 

 
which is used in Examples 1 and 2 bellow. Last two 
distributions in Figures 14 are used for Examples 3 and 
4. Recall that F1 and F2 are equal to various 
probabilities as described in Methods 1, 2 and 3.  
 
5.2.  Method 1 
 
Example 1 The symmetric TFN triplet {a, b, c} in 
Figure 2 is {2,3,4}. Table 5 has the values for x and the 
corresponding fuzzy “presumption” Π(x) levels.  The 
gray areas show Π(x) and ∆P(A2) and ∆P(A1).  For x ≤ 
b,  the probability P(A1) is fixed for a fixed x. On the 
other hand, P(A2) resides in ∆P(A2). We observe that 
for small  Π(x) values (low fuzzy “presumption”) the 
corresponding range of P(A2) is wider (more 
uncertainty), and for bigger values of Π(x) (high fuzzy 
“presumption” level),  range of P(A2) is narrower (less 
uncertainty). This makes intuitive sense. We have  the 

x 

    a             b               c  

Π(x) 

x 

   a      b                       c  

x 

  a1      b1              c1      a2    b2    c2 

Π(x) 

x 

   a      b                c       d   
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1 

1 

Π(x) 

Π(x) 

https://creativecommons.org/licenses/by/4.0/


 

 28  

 

same situation for b ≤ x, except that the non unique 
probability is now P(A1) residing in ∆P(A1). 
 
Example 2. We change the triplet {a,b,c} in Figure 5 to 
{10,15,30}, a non symmetric TFN with a larger spread 
of x. Table 6 shows numerical values. The same 
comments apply as in Example 1. Note that Π(x)  
values and probability ranges ∆P(A) are as in Example 
1 (confirming x-and fuzzy presumption invariance).  
 
Example 3. For Example 3 we choose a fuzzy 
distribution described by a half circle with {a,b,c} = 
{1,2,3}  where   “b” is at  the  circle center,  with radius 
1, and outside of {1,2,3} distribution is 0. For 1≤ x < 3: 
 
                        Π(x) = √[1 – (x – 2)2]                        (73) 
 
Table 6 has the results. Note that the Π(x) values are 
not uniformly distributed. The distribution changes the 
fastest right from x=1 and left from x=3, as in Table 7. 
Still linear Uncertainty Balance Principle holds. 
 
Example 4.  This example is two quarter circles of 
radius 1, centered at (1,1) and (3,1): 
  
          Π(x) = 1 - √[1 – (x – 1)2],    1 ≤ x < 2 
              = 1 -  √[1 – (x – 3)2],        2 ≤ x < 3     (74) 
 
Π(x) values are not uniformly distributed. The 

distribution changes faster near x=2, on both sides. For 

all examples Figures 12, 13 and 14 as illustrated in 

Tables 5, 6, 7 and 8, confirm linear relationships of any 

Π(x) (or Π*(x)) with total probability change ∆P(Ai,Aj), 

as well as linear relationship of dΠ(x)/dx and 

d[∆P(A1,A2)]/dx. 
 

Table 5. Example 1 
x F1 F2 Π P1M P1m ∆P1 P2m P2M ∆P2 

1.5 0 0 0 0 0 0 0 1 1 

2 0 0 0 0 0 0 0 1 1 

2.2 0.2 0 0.2 0.2 0.2 0 0 0.8 0.8 

2.4 0.4 0 0.4 0.4 0.4 0 0 0.6 0.6 

2.6 0.6 0 0.6 0.6 0.6 0 0 0.4 0.4 

2.8 0.8 0 0.8 0.8 0.8 0 0 0.2 0.2 

3 1 0 1 1 1 0 0 0 0 

3.1 1 0.1 0.9 1 0.9 0.1 0.1 0.1 0 

3.3 1 0.3 0.7 1 0.7 0.3 0.3 0.3 0 

3.5 1 0.5 0.5 1 0.5 0.5 0.5 0.5 0 

3.7 1 0.7 0.3 1 0.3 0.7 0.7 0.7 0 

4 1 1 0 1 0 1 1 1 0 

4.5 1 1 0 1 0 1 1 1 0 

 
Table 6. Example 2 

x F1 F2 Π P1M P1m ∆P1 P2m P2M ∆P2 

8 0 0 0 0 0 0 0 1 1 

10 0 0 0 0 0 0 0 1 1 

11 0.2 0 0.2 0.2 0.2 0 0 0.8 0.8 

12 0.4 0 0.4 0.4 0.4 0 0 0.6 0.6 

13 0.6 0 0.6 0.6 0.6 0 0 0.4 0.4 

14 0.8 0 0.8 0.8 0.8 0 0 0.2 0.2 

15 1 0 1 1 1 0 0 0 0 

18 1 0.2 0.8 1 0.8 0.2 0.2 0.2 0 

21 1 0.4 0.6 1 0.6 0.4 0.4 0.4 0 

27 1 0.8 0.2 1 0.2 0.8 0.8 0.8 0 

30 1 1 0 1 0 1 1 1 0 

35 1 1 0 1 0 1 1 1 0 

Table 7. Example 3 
x F1 F2 Π P1M P1m ∆P1 P2m P2M ∆P2 

.5 0 0 0 0 0 0 0 1 1 

1 0 0 0 0 0 0 0 1 1 

1.2 0.6 0 0.6 0.6 0.6 0 0 0.4 0.4 

1.4 0.8 0 0.8 0.8 0.8 0 0 0.2 0.2 

1.6 0.9 0 0.9 0.9 0.9 0 0 0.1 0.1 

1.8 .98 0 .98 .98 .98 0 0 0.02 0.02 

2 1 0 1 1 1 0 0 0 0 

2.2 1 0.6 .98 1 0.98 0.02 0.6 0.6 0 

2.4 1 0.8 0.9 1 0.9 0.1 0.8 0.8 0 

2.8 1 .98 0.6 1 0.4 0.4 .98 .98 0 

3 1 1 0 1 0 1 1 1 0 

3.5 1 1 0 1 0 1 1 1 0 
 

Table 8. Example 4 
x F1 F2 Π P1M P1m ∆P1 P2m P2M ∆P2 

.5 0 0 0 0 0 0 0 1 1 

1 0 0 0 0 0 0 0 1 1 

1.2 .02 0 .02 .02 .02 0 0 .98 .98 

1.4 .08 0 .08 .08 .08 0 0 .92 .92 

1.6 .2 0 .2 .2 .2 0 0 .8 .8 

1.8 .4 0 .4 .4 .4 0 0 .6 .6 

2 1 0 1 1 1 0 0 0 0 

2.2 1 .02 .98 1 .98 .02 .02 .02 0 

2.4 1 .08 .92 1 .92 .08 .08 .08 0 

2.6 1 .2 .8 1 .8 .2 .2 .2 0 

2.8 1 .4 .6 1 .6 .4 .4 .4 0 

3 1 1 0 1 0 1 1 1 0 

3.5 1 1 0 1 0 1 1 1 0 

 
5.3.  Method 2 

We use Example 1 from Method 1 again. Now we have 

more complexity due to more variable probabilities, 

P(A1) and P(A2) but also P(A1∩A2), which is not 

always zero. This gives more options to form fuzzy 

distribution Π(x). Conditions (19), (20) and (21) are 

used to determine values of various probabilities, as 

summarized in Tables 9.1 and 9.2 bellow. For 

simplicity we only included minimum number of  

values of fuzzy distribution Π(x), due to many different 

combinations of individual probabilities P(A1),  P(A2), 

and P(A1∩A2). Table 9.1 corresponds to x ≤ b, rising 

part of Π(x) and F1(x), and Table 9.2 corresponds to b ≤ 

x and the falling part of Π(x) and F2(x). Table 9.1 

confirms Theorem 3 and Corollary 3. Of many options 

in Tables 9 we can simplify things by choosing, for 

example, various probabilities to be 1 or 0 at the critical 

points [a,b,c] (boldfaced). Also, between the critical 

points we can reduce number of options. Double lines 

indicate breaks in Tables 9 where probability values in 

between are obvious. Examples 2, 3 and 4, are not 

repeated for simplicity. 
 
5.4.  Method 3 
For simplicity we will not repeat all the details for 
Method 3. The key is for the probabilities to follow 
conditions (23) and (25), given in Theorem 4 proof. 
Other comments given for Method 3 apply for Method 
2 as well. As in previous two Methods, we can see a 
variety of probability choices which generate the same 
presumption level Π(x). Depending on the specific 
application we can choose specific ∆Pi’s. 
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Table 9.1 Example 1 (F1, P1m, P2m and P12m are zero) 
x Π Π* F1 P1M ∆P1 P2M ∆P2 P12M ∆P12 

0.5 0 1 0 0 0 0 0 0 0 

1 0 1 0 0 0 0 0 0 0 

1.2 0.2 0.8 0.2 0 0 0.2 0.2 0 0 

    0.1 0.1 0.1 0.1 0 0 

    0.2 0.2 0 0 0 0 

    0.2 0.2 0.1 0.1 0.1 0.1 

    0.2 0.2 0.2 0.2 0.2 0.2 

1.5 0.5 0.5 0.5 0.0 0.0 0.5 0.5 0 0 

    0.1 0.1 0.4 0.4 0 0 

    0.2 0.2 0.3 0.3 0 0 
          

    0.4 0.4 0.1 0.1 0 0 

    0.5 0.5 0.0 0.0 0 0 

    0.5 0.5 0.1 0.1 0.1 0.1 
          

    0.5 0.5 0.5 0.5 0.5 0.5 

2 1 0 1 0.0 0.0 1.0 1.0 0 0 

    0.1 0.1 0.9 0.9 0 0 

    0.2 0.2 0.8 0.8 0 0 

    0.3 0.3 0.7 0.7 0 0 
          

    0.8 0.8 0.2 0.2 0 0 

    0.9 0.9 0.1 0.1 0 0 

    1.0 1.0 0.0 0.0 0 0 

    1.0 1.0 0.1 0.1 0.1 0.1 
          

    1.0 1.0 0.9 0.9 0.9 0.9 

    1.0 1.0 1.0 1.0 1.0 1.0 
 
 

Table 9.2 Example 1 (F2, P3m, P4m and P34m are zero) 
x Π Π* F2 P3M ∆P3 P4M ∆P4 P34M ∆P34 

2.1 0.9 0.1 0.1 0.1 0.1 0 0 0 0 

    0.1 0.1 0.1 0.1 0.1 0.1 

2.2 0.8 0.2 0.2 0 0 0.2 0.2 0 0 

    0.1 0.1 0.1 0.1 0 0 
          

    0.2 0.2 0.1 0.1 0.1 0.1 

    0.2 0.2 0.2 0.2 0.2 0.2 

2.5 0.5 0.5 0.5 0 0 0.5 0.5 0 0 

    0.1 0.1 0.4 0.4 0 0 

    0.1 0.1 0.5 0.5 0.1 0.1 

    0.2 0.2 0.3 0.3 0 0 
          

    0.2 0.2 0.5 0.5 0.2 0.2 

    0.3 0.3 0.2 0.2 0 0 

    0.3 0.3 0.3 0.3 0.1 0.1 
          

    0.3 0.3 0.5 0.5 0.3 0.3 

    0.4 0.4 0.1 0.1 0 0 

    0.4 0.4 0.1 0.1 0.1 0.1 
          

    0.4 0.4 0.4 0.4 0.4 0.4 

    0.5 0.5 0 0 0 0 

    0.5 0.5 0.0 0.0 0.1 0.1 
          

    0.5 0.5 0.5 0.5 0.5 0.5 

3.0 0 1 1 0 0 1.0 1.0 0 0 

    0.1 0.1 0.9 0.9 0 0 

    0.1 0.1 1.0 1.0 0.1 0.1 

    0.2 0.2 0.8 0.8 0 0 

    0.2 0.2 0.9 0.9 0.1 0.1 

    0.2 0.2 1.0 1.0 0.2 0.2 

    0.3 0.3 0.7 0.7 0 0 
          

    0.4 0.4 0.9 0.9 0.3 0.3 

    0.4 0.4 1.0 1.0 0.4 0.4 

    0.5 0.5 0.5 0.5 0 0 
          

    0.8 0.8 0.2 0.2 0 0 

    0.9 0.9 0.1 0.1 0 0 

    1.0 1.0 0 0 0 0 

    1.0 1.0 0.1 0.1 0.1 0.1 
          

    1.0 1.0 0.9 0.9 0.9 0.9 

    1.0 1.0 1.0 1.0 1.0 1.0 

3.5 0 1 1 1.0 1.0 1.0 1.0 1.0 1.0 

 

5.5.  Practical Example of Π(x) 
Finally, we illustrate our methodology by a specific 
TFN fuzzy distribution describing people productivity, 
and other similar fuzzy applications, [23]-[29]. The 
triplet {a,b,c} is {10,45,90} expressed in years. 
Assumption is that an average person is the most 
productive around age of 45 which corresponds to Π(x) 
= 1. On the opposite end, it is assumed person has zero 
productivity at age of 10 and 95, hence Π(x) =0. 
Obviously this is just an approximation but it serves our 
purposes here. Using (71) we obtain Table 10 where the 
second row will be described shortly. 
 

Table 10. People Productivity Example, Method 2 
x, Age Π Π* ∆P1 ∆P2 ∆P12 ∆P3 ∆P4 ∆P34 

   Educ Empl 

Edu. 
x 
Empl Healt Marri 

Healt 
x 

Marri 

10 0 1 1 1 1 0 0 0 

27.5 0.5 0.5 0.5 0.5 0.5 0 0 0 

36.25 0.75 0.25 0.25 0.25 0.25 0 0 0 

45 1 0 0 0 0 1 1 1 

57.5 0.75 0.25 0.25 0.25 0.25 0.75 0.75 0.75 

70 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 

95 0 1 0 0 0 0 0.5 0 
 
If we use Method 2, the following relations hold:  

   
For x≤ 45:  Π(x) + ∆P(A1) + ∆P(A2) - ∆P(A1∩A2) = 1 
For 45≤x: Π*(x) + ∆P(A1) + ∆P(A2) - ∆P(A1∩A2) = 1 
 
So how do we interpret the results ? It is assumed the 
variable X is both possibilistic (fuzzy) and probabilistic 
(random). Data produced by different sources related to 
peoples productivity may be soft (subjective, expert 
opinions) or hard (statistics, random analysis, 
objective). Hence we can assume that the fuzzy 
presumption level  Π(x) is generated by an interplay of 
P(Ai) and P(Ai∩Ai+1) per of Corollary 1.2, i.e.:  

For x ≤ 45:  Π(x) = P(A1) - P(A1∩A2) 

For 45 ≤ x:  Π(x) = P(A3) - P(A3∩A4)  
From Theorem 3 we know that all of the probabilities 
vary for a given presumption level Π(x) hence 
producing “fuzziness” of uncertain variable X. Table 10 
indicates that as well. Next we can assume that the 
random (probabilistic) events A1 through A2 are related 
to level of people’s productivity. For example, given 
the age x and presumption level Π(x) we can assume 
there are other factors playing the role in productivity 
for the given age. One possibility may be as given in 
Table 11. There are other posibilities as well, per 
specific interest.  Second row in Table 10 indicates 
choices from Table 11. 
 

Table 11. Random event categories 
 A1 

∆P1 

A2 

∆P2 

A12 

∆P12 

A3 

∆P3 

A4 

∆P4 

A34 

∆P34 

Education X      

Employment  X     

Educ. vs. Employm.   X    

Health    X   

Marriage     X  

Health vs. Marriage      X 
 
All of the Ai’s and their probabilities ∆P’s can be 
described by some CDF, uniform or non uniform, 
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obtained analytically or statistically.  Once Ai are 
defined we can interpret variable probabilities 
accordingly.  For example for x=36.25 years in Table 
11, presumption level is Π(x) = 0.75. Corresponding 
∆P’s are all 0.25 on rising part of  Π(x) and that can be 
interpreted as variability of education, employment and 
their intersection for that age. On the other hand for the 
falling part of Π(x), when  Π(x)=0.75 we note larger 
variability of 0.75 of ∆P’s, and this refers to health, 
marriage and their intersection. Methods 1 and 3 could 
have been used as well. Which Method do we use may 
depend on a specific fuzzy distribution and application, 
and more research needs to be done in this subject, 
looking into specific applications. Note also that Big 
Data methodology or various statistical methods can be 
used to have specific choices for the probabilities in 
Table 11, which exhibit strongest correlations with the 
original uncertain soft data. 
 
Per Corollary 5, one can reverse the problem. Namely, 
instead of starting with the possibilistic description and 
produce (or interpret it via) a probabilistic one, we can 
start with the probabilistic and produce possibilistic 
description using essentially the same methodology 
described in this paper, just in a reverse order. This may 
be advantageous in some specific cases where we have 
the fuzzy tools or other fuzzy applications available, but 
the initial data is random and probabilistic in nature. 
 

6.  Uncertainty Alignment Algorithms 
In this Section we present pseudo codes for the 
algorithms for generating various probability values in 
Methods 1, 2 and 3, once fuzzy distribution Π(x) is 
specified. We assume in each case that the uncertain 
variable X is both possibilistic and probabilistic, hence 
Uncertainty Balance and Consistency Principles apply.   
We do not elaborate on how to generate various 
probabilities, which is specific for an application at 
hand, such as illustrated in Section 5.5 
 
Method 1 (Section 3.2) 
START  Method 1  
    For Rising Part: (x ≤ b)     
             Given Π(x), 0 ≤ Π(x) ≤ 1 
             Π(x) = F1(x) – F2(x) = P(A1) - P(A1∩A2) 
                   P(A1∩A2) = 0 
             Choose Random Event A1 

    Set P(A1) = Π(x)  
             Choose Random Event A2 
                   P(A2), P(A1∩A2) ≤ P(A2) ≤ 1- Π(x) 
    End Rising Part 
    For Falling Part: (b ≤ x) 
             Given Π(x), 0 ≤ Π(x) ≤ 1 
             Π(x) = F1(x) – F2(x) = P(A1UA2) - P(A2) 
                   P(A1UA2) = 1 
             Choose Random Event A2 

     P(A2) = 1 - Π(x)  
             Choose Random Event A1 
                   P(A1) → Π(x) ≤ P(A1) ≤ P(A1UA2) 
    End Falling Part 
END Method 1 
 
 

Method 2 (Section 3.3) 
START  Method 2  
    For Rising Part: (x ≤ b)   
             Given Π(x), 0 ≤ Π(x) ≤ 1 
             Π(x) = F1(x) = P(A1) - P(A1∩A2) 
                   P(A1∩A2) ≠ 0 
             Choose Random Event A1 

                   P(A1) → Π(x) ≤ P(A1) ≤ 1 
             Choose Random Event A2 
                   P(A2) →  0 ≤ P(A2) ≤ 1 - Π(x)   
                   P(A1∩A2) → 0 ≤ P(A1∩A2) ≤ 1 - Π(x)   
    End Rising Part  
    For Falling Part: (b ≤ x) 
             Given Π(x), 0 ≤ Π(x) ≤ 1 
             Π(x) = 1 – F2(x) = P(A3) - P(A3∩A4) 
                   P(A3∩A4) ≠ 0 
             Choose Random Event A3 

                   P(A3) → Π(x) ≤ P(A3) ≤ 1 
             Choose Random Event A4 
                   P(A4) →  0 ≤ P(A4) ≤ 1 - Π(x)   
                   P(A3∩A4) → 0 ≤ P(A3∩A4) ≤ 1 - Π(x)   
    End Falling Part 
END Method 2 
 
 
Method 3 (Section 3.4) 
START  Method 3  
    For Rising Part: (x ≤ b) 
             Given Π(x), 0 ≤ Π(x) ≤ 1 
             Π(x) = F1(x) = P(A1) + P(A2) - P(A1∩A2) 
                   P(A1∩A2) ≠ 0 
             Choose Random Event A1 

                   P(A1) → 0 ≤ P(A1) ≤ Π(x) 
             Choose Random Event A2 
                   P(A2) →  0 ≤ P(A2) ≤ Π(x)   
                   P(A1∩A2) → 0 ≤ P(A1∩A2) ≤ Π(x)   
    End Rising Part  
    For Falling Part: (b ≤ x) 
             Given Π(x), 0 ≤ Π(x) ≤ 1 
             Π(x) = 1 - F1(x) = P(A3) + P(A4)  - P(A3∩A4) 
                   P(A3∩A4) ≠ 0 
             Choose Random Event A3 

                   P(A3) →  0 ≤ P(A3) ≤ Π(x) 
             Choose Random Event A4 
                   P(A4) →  0 ≤ P(A4) ≤ Π(x)   
                   P(A3∩A4) → 0 ≤ P(A3∩A4) ≤ Π(x)   
    End Falling Part 
END Method 3 
 

7.  Conclusion 
In this paper we define new fuzzy to random 
uncertainty alignment methodology, in which fuzziness 
can be described as precisely defined non unique 
randomness. We employ the most basic properties of 
random and fuzzy distributions for this result, starting 
from fuzzy distributions decomposed as a combination 
of probabilistic cumulative distribution functions, 
CDFs, rather than probabilistic density functions, 
PDF’s, which may not always exist. We also give 
precise both upper and lower bounds of changes in 
random distributions, required to produce data 
fuzziness. The range of randomness of the 
corresponding probabilistic events is a function of 
fuzzy distribution presumption levels and it holds for 
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any fuzzy distribution. The main results is a universal 
fuzzy-random (possibilistic-probabilistic) uncertainty 
alignment law  which we named Uncertainty Balance 
Principle, for its simple statement Π(x) + ∑∆P(Ai,Aj) = 
1, which is a linear law, fuzzy presumption-invariant  
and fuzzy argument x invariant for any fuzzy 
distribution. Another byproduct of this Principle is also 
a linear law, Uncertainty Change Law which relates 
changes in fuzzy distribution against corresponding 
changes in probabilities. Our results hold for any fuzzy 
distributions, triangular, trapezoidal, convex, non 
convex, symmetric or not, normalized or not, uni modal 
or multi modal alike. This universal range of 
applicability comes as a result of employing CDF rather 
than PDF. The results of this paper can be employed 
effectively in a variety of data fusion and decision 
problems where both objective (hard, random, 
probabilistic, sensor based) data are to be fused with 
subjective (soft, fuzzy, possibilistic, human based) data 
[9], [10], [21]. They can be also used to generate 
random from fuzzy data for other applications. 
Additional feature of our approach is a reverse 
applicability of the results, i.e. going from random to 
fuzzy. If the range of probabilities is given we can form 

corresponding fuzzy distribution satisfying Uncertainty 
Balance principle. Another way to interpret the results 
is as precise mathematical description of Consistency 
Principle first introduced by Zadeh in his classic 
“possibility” paper [2], as a loose and intuitive notion 
connecting fuzzy and random data. As defined in [2] 
this Principle relates fuzzy and random distributions in 
an intuitive way. In our paper, a precise mathematical 
definition is given for the modified Consistency 
Principle in terms of Uncertainty Balance Principle of 
this paper, as a measure of agreement between fuzzy 
and random data distributions. This can be effectively 
used to measure level of agreement between related 
fuzzy and random data in decision making process. In 
our future work we will extend the results in decision 
making areas such as machine-human data fusion 
where using both types of data is crucial for the fusion 
usefulness. Also, further properties of both random and 
fuzzy data will be analyzed in the light of the paper’s 
main results. In particular we will consider relationship 
between probabilistic and possibilistic axioms in the 
light of this paper results, as well as special cases such 
as random events independence or dependence. 
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Abstract 

Nanoparticles are molecules with  size depended chemical and pyhsical characteristics, enabling  interesting and 

correlated approaches while dealing with  fundamental biological questions. Nanoparticles are capable of strong and 

important interaction with other molecules. Many different nanoparticles  are  produced,  with variety of different 

roles, but Gold nanoparticle as metal based beads, have specific importance due to their attractive physical and 

chemical properties, biocompatibility, and facile surface modification. In general, nanoparticles have the ability to 

interact with whole physiological surrounding once when they enter human body. In most of the cases, first molecule 

they interact with are proteins, which are the main constituens of human body and the driving force of most of the 

biological processes. This understanding of interaction between nanoparticles and proteins represents an important 

essence  for secure and efficient application of nanoparticles. In this regards, several methods for nanoparticle-

protein interaction were developed and analysed in this review.Further, this paper reviews the current scientific 

development in nanoparticle-protein interactions. 
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1. Nanoscience and Nanomedicine 

Nanoscience technology had outstanding developments 

in the past decades that enables usage of micro-scale 

and nano-scale materials in different areas of 

technology and medicine. Nanoscience depends on 

exact organization of nanoparticles in the order to get 

unique functionality [1].Nanoscientists aim to build 

new materials with ultimate properties, miniaturize 

existing products and of course provide us with deeper 

understanding of nature and life [2] . Nanoparticles, 

especially due to their size (100nm), have specific 

features that are ideal for manipulating biological 

interactions. In this regards, it is very important to 

understand nanoparticle interaction at cellular, sub-

cellular and bio molecule level [3,4,5].Nanoparticles 

can be used as drug or drug carrier, acting like double-

edged sword, they can be toxic agents or platform for 

therapy. Scientists are working hard to find 

nanoparticles that have most suitable properties for 

therapeutic applications [6], mostly for purposes of 

transporting small molecules as well as bio-macro -

molecules to diseased cells or tissues [7].Furthermore, 

nanoparticles are being used to probe biological 

processes that are critical for diagnostics, but still there 

is no enough knowledge about potential risks from 

nanoparticles therapeutics applications [8]. 

 

Nanomedicine, based on application of nanoparticles in 

medicine has great capacity to treat viral or genetic 

diseases and even cancer, since smaller objects are 

more practical for the cell manipulation and disease 

treatment in humans. The national Cancer Institute and 

National Aeronautics and Space Administration, USA 

is working to develop nano sized technologies that can 

detect, diagnose and treat disease.Nanoscience and 

Nanomedicine could lead to next generation of 

products, diagnostics, and medical device, and 

enhanced gene therapy, tissue engineering procedures, 

medicine and medicine delivery techniques. On the 

other hand, knowledge about bio-compatibility and risk 

of exposure to nanoparticles is limited and there is a 

great need of comprehension the molecular 

mechanisms of interactions between nanoparticles and 

biological systems [6,9,10].  

 

Understanding the protein-nanoparticles interactions is 

essential to stabilize and deliver protein-based 

therapeutic drugs and vaccines. In this regards, the 

purpose of this paper is to review the importance of 

nanoparticles-proteins interaction and to explain the 

basics of most important analytical methods responsible 

for characterization of nanoparticle-protein interaction. 

Furthermore, this review will focus on interaction of 

nanoparticles with bio molecules, with special emphasis 

on interaction of gold nanoparticles and proteins.  
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2. Nanoparticlesand Protein corona 
 

Size of nanoparticles makes them able to enter in 

almost all parts of human body, including cells and 

organelles, while flat surfaces can only affect biological 

processes via cell surface receptors such as integrins[9, 

11].When nanoparticles enter biological fluid, the first 

molecule that will react with nanoparticles, are proteins 

in more than 95% of all cases. The result of protein 

coating on nanoparticles surface is protein corona [10].  

Protein corona may influence cellular uptake, 

inflammation, accumulation, degradation and clearance 

of nanoparticles[12]. Proteins of protein corona can 

change their native conformation, influencing the 

downstream regulation of protein-protein interactions, 

cellular signal transduction and transcription of DNA. 

For a better understanding of interactions between 

nanoparticles and proteins, we acquire information on 

binding affinities and stoichioetries for different 

combinations of proteins and nanoparticles. Adsorption 

of protein on nanoparticle surface is aided by hydrogen 

bonds, solvation forces, Van der Waals interactions, 

etc. [13,14]. Since different nanoparticles have distinct 

properties, the composition of protein corona is unique 

to each kind of nanoparticles and depends on many 

parameters [11]. 

 

The proteins corona can be hard and soft. It is thought 

that hard corona proteins interact directly with 

nanoparticle surface with high affinity, while soft 

corona consists of loosely bound proteins that interact 

with hard corona via weak-protein interactions [11]. 

Scientists proposed this model for protein corona as 

primary binders and soft corona as secondary binders 

that may influence hard corona and even prevent their 

interaction with the surrounding environment [15].It 

was shown that typical lifetime of hard corona can be 

even eight hours which indicates that hard corona 

defines the biological identity of the particle. Hard 

corona is formed in seconds, while the time of forming 

soft corona varies from seconds to hours. In contrast to 

hard corona with lifetime of around eight hours, soft 

corona will probably be desorbed in ten minutes [16]. 

Since there are many proteins that can absorb on 

nanoparticles in their biological environment, it is 

concluded that protein corona is not a fix layer and the 

composition of protein corona can be determined by 

kinetic rate of adsorption and desorption of each 

protein. Dynamic of protein corona as „biological 

identity“ might lead to more clear classification system 

of nano-safety and could be used for engineering of 

nanomedical products [9]. 

2.1. Parameters affecting protein corona  

Due to diverse parameters that affect protein corona the 

scientific community can understand why some 

nanomaterial’s select specific type of proteins [11]. The 

most important parameters are explained in the following 

subparagraphs.  

2.1.1. Surface charge of nanoparticle 

Acting as important parameter in protein interaction, 

surface charge of nanoparticle can also denaturate the 

adsorbed proteins. It was found that proteins can 

denaturate when they interact with positively or 

negatively charged ligands, whereas neutral ligands can 

keep the native structure of proteins. In most study cases, 

positively charged nanoparticles were attracting proteins 

with isoelectric points less than 5, 5 such as albumin, but 

proteins with pI higher than 5.5 adsorb negatively 

charged particles [11]. 

2.1.2. Surface functionalization and Coating  

Since nanoparticles are travelling through different 

environment of an organism, they may get pre-coated 

with different proteins and that pre-coatingcan 

determine which new proteins will bind to 

nanoparticle-protein complexes[10]. 

2.1.3. Hydrophobicity  and Hydrophilicity 

Nanoparticles withcharged orhydrophobic surfaces,   

tend to adsorb and denaturate more proteins than 

neutral and hydrophilic surfaces. This action happens 

due to clustering of hydrophobic polymer chain that 

forms distinct protein-binding sites [11]. Different 

particle features determine protein adsorption into 

nanoparticles, but hydrophobic interactions tend to be 

dominating feature [Schaefer, 2012]. In one study done 

in 2007, the affinity to nanoparticles of proteins that 

have uniform surfaces, increases with the increasing 

charge density and hydrophobicity [17]. 

2.1.4. Nanoparticle size 

Same nanoparticles with different sizes have unlike 

compositions of protein corona[11], where 

nanoparticles have different sizes, from 70-700nmand 

that the amount of bound plasma proteins increased 

with increasing available surface area at constant 

particle weight[13].Nanoparticles surface area, 

available for protein binding, increases with decreasing 

of particle size [18]. 

2.1.5. Biological environment 

Many in vitro studies have been done to examine 

nanoparticle-protein interaction, but it was still hard to 

predict the behavior of nanoparticles in living 

biological environment. That is why scientists are 

trying to use different cellular media in their 

experiments for better prediction in vivo events. In 
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most case  two different cellular media are used, 

Dulbecco's Modified Eagle's Media (DMEM) and 

Roswell Park Memorial Institute medium (RPMI) with  
differently sized citrate coated gold nanoparticles[19]. 

In the case of Gold nanoparticles, it is characterized 

that the dynamics of protein-nanoparticle interaction, 

can be differently mediated by different composition of 

cellular media. For example, DMEM cellular media 

induced a more abundant and stable protein corona on 

different sizes of gold nanoparticles, comparing to 

another cellular media,as withRPMI media [20]. 

3. Gold Nanoparticles (GNP) 

 

In the last several years Gold nanoparticles (GNPs) 

became main topic of interest for researches around the 

world. Interactions of inorganic particles with 

biomolecules, like proteins, are central field of interest 

to biotechnology and nanotechnology[21].GNPs have 

potential to be used for treatment of AIDS, tumors and 

Parkinson`s disease [22]. These nanoparticles have 

therapeutic benefits in treating cancer. It is well known 

that ionizing radiation does not make difference 

between malignant and normal cells, so healthy cells 

are also being damaged. When cancer targeting 

molecules, such as antibody, nucleic acid aptamer, 

oligopeptide and small targeting molecules are attached 

to the surface of GNPs cancer cell targeting is 

enhanced [4]. These appealing properties make GNPs 

good model particle system and standard platform for 

nanomedicine applications [6]. 

The attractive physical and chemical properties of 

GNP, they are most commonly used as inorganic 

nanoparticles for biological applications [8]. Gold 

nanoparticles in nanoscale size have very different 

physical and chemical properties than those of bulk 

metal [6].GNPs have been used for electron 

microscopy (EM) because of their size, density and 

electrical properties, which are ideal for accurate 

diagnostic properties, by enhancing the contrast of 
images and for electrochemical biosensors [23].  

3.1. How nanoparticles enters body 

Using NPs for drug delivery, imaging, labelling and 

visualizing applications require knowing the routes of 

NPs entrance in the body [2, 8], and how they affect the 

organism when they enter [8]. Primary interface for 

NPs with human body are respiratory system, 

gastrointestinal tract and skin. One of the most common 

ways of entering the NPs into the organisms is through 

the respiratory system. NPs less than 2.5 µm in size can 

pass easily, but larger particles are removed from the 

respiratory tract by the mucociliary escalator. NPs can 

also be eliminated by NP translocation into the 

lymphatic system via their uptake by macrophages or 

NPs dissolution followed by the transfer of the products 

into the blood. Alveolar macrophages are also involved 

in the elimination of inhaled NPs. Interaction of 

macrophages with high concentrations of NPs can 

cause asthma, obstructive pulmonary disease or 

respiratory infection.In the case of moderate 

concentrations of NPs, it may cause autophagy or 

apoptosis of lung cancer, which is actually positive 

effect [11]. Skin serves as strong barrier for everything 

that can enter human body. But, certain types of NPs 

use skin for entering body, for example TiO2 particles 

found in cosmetics. Skin wounds can make entrance of 

NPs easier. And the third major way of NPs entrance 

into the body is gastrointestinal tract (GIT). When NPs 

enter the GIT they have two possibilities, entering the 

bloodstream, and soon getting to the liver or lymphatic 

system that may cause immune response [2].NPs can 

also be injected directly into the bloodstream where 

competition of different biomolecules can occur in 

order to be adsorbing on the surface of the NPs. At the 

beginning, at so called early stage, most abundant 

proteins (mainly albumin, IgG, fibrinogen and 

apolipoprotein) will be the first ones to adsorb, but later 

on those proteins will be replaced by proteins of lower 

abundance, higher affinity, and slower kinetics[2]. In 

this regards, other immunoglobulins, apolipoproteins 

and components of the complement system can later be 

nanoparticle-bound proteins. This phenomenon of 

competitive adsorption of proteins onto a surface based 

on protein concentrations, affinities and incubation time 

is called Vroman`s effect [11,24]. Vroman`s effect is 

very important in determining how the protein corona 

forms as the nanoparticle is moved from one part of the 

body to another [24]. 

4. Protein Adsorption on Nanoparticle Surface 

After inhalation or ingestion very small portion of NPs 

(1% or less) will move to the bloodstream. There is a 

great chance that NPs agglomeration will occur too. 

Bio-distribution of NPs is very important and depends 

on adsorption of proteins in the different body parts and 

liquids. A model for characterization of NPs- small 

organic molecules biological surface adsorption index 

approach (BSAI), was developed and discussed. The 

model can applied for characterization of interactions 

between NPs and biomolecules (proteins, amino acids 

etc.) [10,25, 26]. NP-protein interactions are changing 

all the time, even within the same environment. 

Different factors can affect the kinetics of protein 

adsorption on the NP surface. One of the factors that 

influence the nanoparticle protein corona (NP-PC) 

composition is amount of proteins that may interact 

with NP surface. Apart from the amount of proteins, 

affinity of the protein toward the NP surface also 

affects the adsorption. Different proteins can arrange 
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themselves differently on the NP surface. For example, 

plasma proteins such as human serum albumin adsorb 

in a monolayer on iron-platinum NP surface. The way 

the proteins arrange in this situation, can affect the 

biological reactivity of the complex (10). 

5. Effects on Protein Conformation 

Proteins are complex molecules made from long chains 

of amino acids. Each protein type differs in the sequence 

which makes the protein unique. That sequence 

determines protein`s shape, structure, function, and 

protein`s three-dimensional shape which is the native 

conformation of the protein[27]. The native 

conformation is stable, but can be easily disrupted by the 

interactions with the surface. The function of a protein 

changes with changing the conformation [9]. 

Proteins are known as surface active molecule; they can 

be adsorbed and accumulated in the interactions with 

other molecules which can even result in protein loss and 

degradation [28]. Proteins that are adsorbed on NPs can 

be used as biosensors and in drug delivery. This is why 

our understanding of the effect of NPs on the protein 

structure is crucial for nanomedicine application [14]. 

When proteins bind to planar surface, it is very possible 

that the changes in secondary structure will occur. The 

curved shape of NP surface can help proteins to keep 

their native conformation [30]. 

Nevertheless, different studies on NP –protein 

interaction indicate that disturbance of protein structure 

will appear in many cases [11].  By using fluorescence 

spectroscopy,  we can  observe the  misfolded proteins 

that lose their normal biological activity [6]. When 

proteins adsorb on the surface of NPs, nanoparticle 

protein corona formation occurs depending on the 

characteristics of both NP and protein, and local 

environment. NP surface can change the structure of the 

adsorbed protein thus affecting the overall bio-reactivity 

of the NP [2,10]. For example, Gold nanoparticles  can 

change structure in the bovine serum albumin (BSA) but 

no conformational changes occur when BSA adsorb to 

carbon C60 fullerene NP [10]. It is discovered that some 

proteins can keep their native structures, like RNAse and 

lysozyme on silica NP[29]. Hovewerm, a differenet 

study  discovered also irreversible structural changes in 

albumin and lactoperoxidase on silica NP, proving that 

conformational changes depend on type of the protein 

and nanoparticles[10]. For biological applications of 

nanoparticle protein corona, it is very important that 

labelling does not change the protein structure so the 

protein can stay functional and active. Its is shown  that 

binding and dissociation parameters of protein-NP 

complex depend on the surface characteristic of NP as 

well as physiochemical properties of the protein [1]. 

During the stronger  binding of the proteins to the NPs, it 

is natural that conformational changes occur.  

All the parameters that affect the strength of protein-NP 

binding also affect relative value of the protein-NP 

binding equilibrium constant (K). Protein-NP binding 

constant (K) quantifies the relative strength of the 

protein-NP binding [6]. Equilibrium constant for plasma 

proteins and GNPs are in the range of 104 to 107 (mol/L-

1).  

In the study on interaction of GNPs with human blood 

proteins it is observed increase of binding constant where 

NP size was in the range between 5 and 60 nm. This is in 

contrary to findings that show that binding association 

constant can decrease when NPs size is larger than about 

80 nm [6].  

There are thousands of different proteins in real body 

fluids, and those proteins actually compete to adsorb on 

the NPs surface.  Change in conformation lead to peptide 

aggregation and the formation of amyloid fibrils. This 

was used for tracking development of several 

neurodegenerative diseases. Scientist shows that some 

NPs can inhibit the fibrillation of the disease-associated 

amyloid β protein [14].It can be concluded that still there 

is no enough information about how NP adsorption 

induces the level of protein conformational changes, 

even under conditions where protein binding constants 

are rather similar [6]. 

6. Nanoparticle role inProtein Fibrillation 

Protein fibrillation is defined as process by which 

misfolded proteins form large linear aggregates or 

amyloid fibrils [31).  Nanoparticles have great potential 

to enhance rate of protein fibrillation. Their potential to 

induce protein fibrillation is a function of both the NP 

surface charge, which promotes adherence of the protein, 

and its large surface area. The observation of fibrillation, 

which is a specific kind of aggregation phenomenon 

relevant for amyloid proteins, raises the possibility that 

NPs could play a role in increased risk of amyloidosis 

and other protein-misfolding diseases [32].Depending on 

their physiochemical properties, nanoparticles can have 

various effects on kinetics of amyloid beta peptide 

fibrillation process. For instance, positively charged 

super-magnetic iron oxide nanoparticles are capable of 

promoting fibrillation compared to uncharged 

nanoparticles at same particle concentration [33]. In 

addition, with their enormous surface area which act as 

a scaffold for protein adsorptions they offer significant 

potential for probing the mechanisms of protein 

fibrillation, and in the longer term for diagnosis or even 

treatment of amyloidogenic diseases [32,33]. 
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Numerous proteins and peptides are responsible for 

making amyloid fibrils during specific disease 

formation, including amyloid beta peptide, glucagon, 

polyglutamine protein, but most commonly used is 

amyloid beta peptide.  Since amyloid beta peptide is 

amphipathic molecule that is prone to self-association 

and formation of fibrils, it is used as model peptide to 

investigate the effects of nanoparticles on 

fibrillogenensis [34]. 

7. Methods Used For Protein-Nanoparticle 

Interactions 

 

Proteins that are part of nanoparticle protein coronaare 

being isolated and identified in order to understand bio-

reactivity of specific NPs. Methods that can be used to 

study NP-protein interactions are numerous, but the 

most common are Fourier transform infrared 

spectroscopy (FTIR), Circular Dichroism (CD) 

spectroscopy, Isothermal titration calorimetry (ITC), 

Surface plasmon resonance (SPR), Fluorescence 

spectroscopy, Nuclear magnetic resonance (NMR) 

spectroscopy but the most used method for studying 

nanoparticle protein corona is Mass spectrometry (MS). 

Mass spectrometry can be used for many types of NPs 

and is used to identify proteins and quantify amounts of 

proteins adsorbed on NP surface [9,10]. Combination of 

these methods should provide more complete picture 

about protein-nanoparticle interactions; protein 

structure and conformation upon their interaction with 

nanoparticles [6]. 

 

7.1. Fourier transform infrared spectroscopy (FTIR) 

FTIR provides useful information on protein-

nanoparticle interaction. FTIR has ability to give detailed 

description of bonds, their lengths, strengths, angles and 

conformation, chemical and physical structure, redox 

state, hydrogen bonding, electric fields, conformational 

freedom and dynamic motions [28]. The goal of any 

absorption spectroscopy is to measure how well a sample 

absorbs light at each wavelength, so that this technique. 

7.2. Raman spectroscopy 

It is another important method for studying protein-

nanoparticle interactions. Raman spectroscopy involves 

interaction of light from the laser and a molecule, which 

results in the scattered light.  After that interaction, light 

is scattered from the sample and the frequency shifts 

according to the frequency of the molecular vibrational 

mode [28]. 

Raman spectroscopy and FTIR are not so often used for 

studying the electrostatic interactions even though these 

two methods can provide important information because 

of the characteristics bands that many charged residues 

exhibit in the vibrational spectrum [28]. 

 

7.3. Circular dichroism (CD) spectroscopy 

Along with the FTIR and Raman spectroscopy, CD 

spectroscopy is valuable method for determining protein 

secondary structure. It is valuable tool to study the 

interaction of proteins with other molecules too. CD 

spectroscopy involves absorption in the far (180-250 nm) 

and near (250 nm-visible) UV spectrum. It provides 

information about protein secondary and tertiary 

structure upon binding [6,28]. One of the most 

commonly used technique for analyzing secondary 

structure is based on far-UV CD spectroscopy [14]. 

7.4. Fluorescence spectroscopy 

Fluorescence spectroscopy can be used for studying 

proteins, determining protein structure, size, shape and 

dynamics. It is proven to be very fruitful in the studies of 

the protein`s structure and conformation [6].  In its base, 

this method  uses a beam of light that excites the 

electrons in the molecules of certain compounds, which 

makes them emitting light [28].  

One of the factors that regulates the spectroscopy 

accuracy is Photoluminescence (PL) quenching,  widely 

used because of its sensitivity, reproducibility and 

suitability. In general, decrease of fluorescence intensity 

by interaction of the excited state of the fluorophore with 

its surroundings is known as quenching. For example, 

Gold can efficiently quench the emission of many 

chromophores. Chromophores are molecules that adsorb 

light [6]. Furher, the emission typical for tryptophan, 

tyrosine and phyenyline residues in proteins are used for 

investigating binding and conformation changes of 

proteins when interacting with small molecules like 

nanoparticles. When protein binds to the NP, tryptophan, 

tyrosine and phyenyline residues become accessible to 

the metallic surface of the NP are then quenched. By 

decreasing the NP size, the surface area is increases, 

making smaller NPs more efficient fluorescence 

quenchers than larger ones.Conformational changes of a 

protein can, in principle, be evaluated by the 

measurement of changes in the peak intensity 

wavelength λmax in the continuous fluorescence 

emission intensity spectrum [6]. 

7.5. Nuclear magnetic resonance spectroscopy 

(NMR) 

NMR spectroscopy provides  useful information on 

protein structure and it was used for studying interactions 
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of ubiquitin molecules with gold nanoparticle  surface. 

For example, the information obtained with NMR 

spectroscopy provided possibility to distinguish the exact 

ubiquitin domain that bound to the NP surface [10]. In 

general, this methods is a powerful technique, which 

directly analyses the  molecularscale  of nanoparticle 

formation and morphology in situ, in both the solid and 

the solition phase, for the study of noble metal 

nanoparticles[35]. 

7.6. Isothemal titration calorimetry (ITC) 

Isothermal titration calorimetry (ITC) is used to directly 

measure the thermodynamics of protein-ligand 

interactions [28]. In combination with other techniques 

can contribute to more complete understanding of NPs-

biomoleculesinteraction. All these techniques provide 

data quickly and require minimal sample preparation 

[28].   

8. Conclusion 

The nanoparticle protein interaction represents the  basis 

of bioreactivity of nanoparticles. These interactions 

results in the formation of a dynamic protein corona 

around nanoparticles. The protein corona is responsible 

for various  physiologicalfunctions such as absorption. In 

addition,its is shown that  nanoparticle surface is 

important factor resulting in conformational changes in 

the adsorbed protein molecules and, therefore, affect the 

overall nanoparticle bioreactivity.Due to their beneficial 

characteristics’ gold nanoparticles (GMPs) are the most 

commonly used inorganic nanoparticles for biological 

applications. When GNPs enter a biological fluid like 

blood, proteins adsorb on the surface of GNPs, and 

GNP-protein corona formation occurs depending on the 

characteristics of both protein (protein corona) and local 

environment.A significant increase in biomedical 

applications of nanomaterials and their potential toxicity 

requires deverse  analytical techniques to determine 

protein – nanoparticle (NP) interactions. Most important 

tecnhiques for the analysis of binding affinity, binding 

ratio, and binding mechanisms of NP-protein interaction, 

are based on spectroscopy. Since NP-protein binding is a 

dynamic event, Fourier transform infrared spectroscopy 

(FTIR),  Nuclear magnetic resonance spectroscopy 

(NMR), Fluorescence spectroscopy and other methods 

are used. Understanding of the effect of NPs on the 

protein structure is crucial for nanomedicine application. 

Further studies on the  formation and the composition of 

the protein corona  needs to be done,  including all  the 

possible consequences that are incurred by the specific 

proteins. 
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Abstract 

 

Heavy metal ATPases (HMAs) are the most important proteins involved in heavy metal accumulation process. 

Brassica oleracea has 5 HMA (1-5) homologues whose 3D structure has been predicted and validated in this study by 

different bioinformatics tools. Phylogenetic and multiple sequence alignment analyses showed high relationship 

between HMA2 and HMA4, while two same domains were identified in all five HMA proteins: E1-E2 ATPase and 

haloacid dehydrogenase (HAD) domain. Four HMA (2-5) proteins were identified to be localized in the plasma 

membrane, while HMA1 localization is predicted to be in plastid. Interactome analysis revealed high interaction of 

all HMA (1-5) proteins with many metal ion binding proteins and chaperones. Among these, interesting and strong 

interaction is observed between all HMA (1-5) proteins and ATX1, while HMA1, HMA2 and HMA4 have been found 

to strongly interact with FP3 (farnesylated protein 3) and FP6 (farnesylated protein 6) proteins. Docking site 

predictions and electrostatic potentials between HMA2/HMA4 and the interactome proteins were explained and 

discussed in this study.  

Keywords: Protein structure prediction, Heavy metals; accumulation; transport; interactome; docking site  

 

1. Introduction  

1.1. Brassicaceae family 

Brassicaceae is the name of a medium-sized and 

economically important family of flowering plants, 

informally known as the mustards, mustard flowers, the 

crucifers, or the cabbage family. The name is derived 

from the included genus Brassica. Brassica is a one of 

the major crop worldwide with Brassica oleracea as a 

main consumed species in Europe and USA. Brassica is 

a genus with many beneficial characteristics for our 

health, such as reducing risk for age related chronical 

illness, degenerative diseases and it reduces risk of 

several types of cancer. Brassica contain many vitamins 

which are essential for our health, such as vitamin A, C, 

E, K and B-6, carotenoids (such as c- and b-carotene 

and zeaxanthin), anthocyanins, folate, soluble sugars 

and phenolic compounds which are known to be the 

major antioxidants of Brassica crops [1]. 

 

Interesting fact is that all parts of Brassica is used as a 

food, including root, stems, leaves, flowers, buds and 

seeds. Brassica has many species, thanks to difference 

in phenotype within themselves. Like all species in 

Brassica family, Brassica oleracea is very rich with 

vitamins and other nutrients. Brassica oleracea has 

been bred into a wide range of cultivars, including 

cabbage, broccoli, cauliflower, brussels sprouts, 

collards, and kale, some of which are hardly 

recognizable as being members of the same genus, let 

alone species [2]. Brassica vegetables are highly 

regarded for their nutritional value. With high amounts 

of vitamin C and soluble fiber they are excellent 

candidates to fight cancer, including molecules known 

of anticancer properties such as cellsproperties:3,3'-

diindolylmethane, sulforaphane and selenium [3]. 

Furthermore, Brassica vegetables are rich in indole-3-

carbinol, a chemical which boosts DNA repair in cells 

in vitro and appears to block the growth of cancer cells 

in vitro [4]. They are also a good source of carotenoids, 

with broccoli having especially high levels [5] and 

goitrogens, some of which suppress thyroid function 

[6]. 
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1.2. Brassica oleracea genetic characterization  

A recent study done with AFLP markers, evaluated the 

genetic diversity in kale landraces through Europe and 

compared the diversity to that in the wild populations 

of Brassica oleracea.  In total 17 accessions were 

collected from all around Europe, including Bosnia and 

Herzegovina, Croatia and Turkey. In Bosnia and 

Herzegovina 47 individuals were analyzed, in Rivine, 

Dubrave and city of Stolac and its interesting to say 

that among a total of 93 polymorphic markers which 

were scored, a unique allele was found in only one 

accession, and it is the one in Bosnia and Herzegovina.  

In addition, the AFLP  analyses  of  genetic  

diversity  in  leafy  kale  (Brassica  oleracea  L.  

convar. acephala) landraces, showed that  Herzegovina 

has a 58% of polymorphic loci, while Croatia had 69% 

and Turkey 76%. Accessions from Bosnia and 

Herzegovina, Croatia, Portugal and Turkey contain 

many individuals with mixed genotype, sharing parts of 

their genome with other accessions due to common 
ancestry or gene flow [7].  

1.3. Brassicaceae family as heavy metal accumulators  

Through various ways, as for example, gas exhausts, 

energy and fuel production, intensive agriculture, and 

sludge dumping activities, humans contaminate soils 

and aqueous streams with large quantities of toxic 

metals. A number of studies from developing countries 

have reported heavy metals contamination in 

wastewater and wastewater irrigated soils [8]. In this 

regards, heavy metals are harmful to humans and other 

life forms, as they can cause cancer, blindness, loss 

organ function, severe illness, and death. The fact that 

some of these Brassicaceae family plants can 

accumulate high amounts of toxic metals, without 

visible symptoms, and in the same time being important 

food crops as well, leads to potential contamination of 

our food chain and this has to be taken into account in 

any phytoremediation process [9]. In general, plants 

require at least 14 mineral elements for their nutrition. 

These include the macronutrients nitrogen (N), 

phosphorus (P), potassium (K), calcium (Ca), 

magnesium (Mg) and sulphur (S) and the 

micronutrients boron (B), chlorine (Cl), iron (Fe), 

manganese (Mn), copper (Cu), zinc (Zn), nickel (Ni) 

and molybdenum (Mo). Crop production is often 

limited by low bioavailability of essential mineral 

elements and/or the presence of excessive 

concentrations of potentially toxic heavy metals, such 

as Fe, Mn, Cu, Cr, Cd, Pb, Zn and Al in the soil 

solution. High concentrations of heavy metals in the 

soil can inhibit plant growth and reduce crop yields, 

which can affect sustainable development severely [10]. 

Therefore, some known Brassicaceae family species are 

already proven to be effective heavy metal 

accumulators. For example, A.halleri  is one of the best 

model organism for the study of plant adaptation to 

extreme metallic conditions since it is considered as Zn 

and Cd hyper-accumulator [11]. A.halleri is found to 

cope with excessive metal ions and toxicity in a way 

that it uses effective metal uptake, increased xylem 

loading and increased detoxification in shoot tissues. In 

recent years, several types of transporters involved in 

these processes have been identified in Zn and Cd 

hyper-accumulators, specifically in A.halleri [12]. The 

most investigated proteins that transfer the toxic metals 

are named as Heavy metal ATPases. These are located 

within membrane complexes of plant cell. As their 

name implies they produce or utilize energy in form of 

ATP. There are three different types of heavy metal 

transporters: P-type, V type and F0-F1 type. Most 

common type that is found in plant organisms is P-type. 

The proteins of this type usually transport essential 

metal ions which are Cu2+, Zn2+, Mn2+, Fe2+ and 

Co2+. This type of transporters does not produce 

energy, but actually uses it in order to pump these 

metals. Another type is V type which also utilizes 

energy. The third type is F0-F1 ATPases which produce 

energy instead of using it. The function of these 

proteins is to regulate the concentration of these metals 

in all tissues found in plants [10]. Their proper 

functioning is highly important for plant, where high 

levels of essential and some non-essential metals can be 

very toxic for the plant [9]. For example, expression of 

the HMA1 gene from Atriplex canescens significantly 

increased the ability of yeast cells to adapt to and 

recover from exposure to excess iron. AcHMA1 

expression also provided salt, alkaline, osmotic and 

oxidant stress tolerance in yeast cells. In this regards 

these results suggest that HMA1 gene encodes a 

membrane-localized metal tolerance protein that 

mediates the detoxification of iron in eukaryotes and 

may be involved in the response to abiotic stress [13]. 

HMA2 is known for maintaining plant metal 

homeostasis by transporting Zn and Cd metal ions [14]. 

It is shown that HMA2 and HMA4 drive metal efflux 

out of the cell in A. thaliana [15] and promote xylem 

loading of metal in N. caeruslecens [16]. HMA4 is 

responsible for zinc hyper-accumulation in A. halleri as 

it shown by a RNA interference approach for down 

regulation of its expression. Additionally, transfer of 

the HMA4 gene to A. thaliana enables zinc partitioning 

into xylem vessels and up-regulated specific genes 

characteristic for zinc hyper accumulators [17]. This 

example shows impressively the importance of 

regulatory gene expression and gene copy number 

expansions for the special trait of metal hyper-

accumulation. Furthermore, AtHMA4 is shown to be 

responsible for the reduction of Cd 

uptake/accumulation [18]. In contrast, HMA3 is 

localized at the tonoplast enabling vacuolar metal influx 

and therefore cellular sequestration [19]. The 
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quantitative trait locus (QTL) analysis on chromosome 

1 in Arabidopsis thaliana revealed that this QTL 

regulates Cu translocation capacity and involves Cu-

transporting via HMA5 [20].  

Furthermore, in Arabidopsis, the heavy metal P-type 

ATPase HMA5 is shown to interact with metallo-

chaperones and function in copper detoxification of 

roots [21]. It is found that some HMA genes are highly 

expressed in A.halleri, suggesting their importance in 

hyperaccumulation process. Among HMA genes, 

HMA2 and HMA4 are discovered to be among the 

most important ones with HMA4 playing role 

ineffective root-to-shoot Zn/Cd translocation [12] and 

HMA3 playing role in Zn detoxification [22]. 

Additionally, HMA2 and HMA4 have both been 

demonstrated to be plasma membrane proteins. Finally, 

both of these proteins appear to function in Cd transport 

within the plant. Analysis of whole plant demonstrates 

that HMA2 accumulate more Zn and Cd than wild type 

plants although they do not appear to have an increased 

sensitivity to either metal. HMA4 mutant plants 

accumulate more Zn and Cd in the roots but they 

accumulate less Zn and Cd in leaves [22]. 

2. Material and methods  

2.1. Retrieving HMA sequences and Multiple 

Sequence Alignment 

The sequences of Heavy metal ATP proteins were 

obtained from the National Center for Biotechnology 

Information (NCBI) Protein Database [23]. Sequences’ 

accession numbers are listed in table 1.

Table 1: Accession numbers of HMA proteins 

HMA 

proteins 

Arabidopsis 

thaliana 
Brassica oleracea Brassica napus Brassica rapa 

HMA1  At4g37270  XP_013595810.1  XP_013722994.1  XP_009137459.1  

HMA2  At4g30110  XP_013609995.1  XP_013748024.1  XP_009128090.1  

HMA3  At4g30120  XP_013591300.1  XP_013704754.1  XP_009128077.1  

HMA4  At2g19110  XP_013629797.1  XP_015765843.1  XP_009150707.1  

HMA5  At1g63440  XP_013606061.1  XP_013684388.1  XP_009112946.1  

Multiple sequence alignment (MSA) has been 

performed using the Clustal Omega software located on 

the website of the European Bioinformatics Institute 

(EBI), using default options [24]. Clustal Omega is a 

new multiple sequence alignment program that uses 

seeded guide trees and HMM profile-profile techniques 

to generate alignments between three or more 

sequences. MSA is an invaluable bioinformatics tool 

used to measure the similarity between sequences, 

examine patterns of conservation and variability and 

derive evolutionary relationships [25]. 

2.2. Phylogenetic tree construction 

In order to infer the evolutionary relationship between 

the HMA proteins, a phylogenetic tree was constructed 

using ClustalW2 phylogeny, a web service for 

phylogenetic analysis of molecular sequences [26]. The 

service was run on default settings, and the steps that it 

performed to construct the phylogenetic tree involved 

MSA, alignment organization and construction, and 

visualization of the phylogenetic tree using different 

integrated tools. 

2.3.  3D structure prediction and validation 

The structures of HMA proteins were hereby predicted 

with the help of the Phyre2 protein homology 

modeling server [27]. Phyre2 is a web-based service  

 

for protein structure prediction that is free for non 

commercial use, and being one of the most popular 

methods for protein structure prediction. Cited over 

1000 times, it is able to generate reliable protein 

models. Phyre2 has been designed and funded by the 

Biotechnology and Biological Sciences Research 

Council (BBSRC) from United Kingdom. A practical 

and widely cited molecular visualization tool PyMOL 

was used for structure visualization and representation. 

PyMOL vs 1.31 edu (The PyMOL Molecular Graphics 

System), is a molecular visualization tool that provides 

viewing, customizing and exporting of the visualized 

molecules. 

The validation and stereo-chemical analysis of the 

predicted structures was performed using several tools. 

The first one was QMEAN6, available as the structure 

assessment tool at ExPASy server. QMEAN6 is a 

scoring function that is actually a linear combination of 

six terms: torsion angle potential over three 

consecutive amino acids, two distance-dependent 

interaction potentials, solvation potential and two 

terms describing the agreement of the predicted 

structure and the solvent accessibility of the model 

[28]. Also provided is the Z-score of the QMEAN6, 

which compares the estimated score to the score from a 

high-resolution reference structure solved 

experimentally by X-ray crystallography, with strongly 

negative Z-scores expected from low quality models. 
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In QMEAN6 score better predictions have higher 

scores (between 0 and 1) and in Z-score lower quality 

predictions have more negative scores. Next, we used 

Verify3D, which assesses protein structures using 

three-dimensional profiles, analyzing the compatibility 

of a 3D model with its own amino acid sequence (1D). 

The scores range from -1 (bad score) to +1 (good 

score) [29]. Stereo-chemical quality of the protein 

models was assessed with the PROCHECK software 

[30]. PROCHECK compares the geometry of the 

residues in the predicted model with the known stereo-

chemical values from well-known structures. It results 

in Ramachandran plots, providing information about 

the dihedral angles φ and ψ of amino acid residues in 

the protein structure. What PROCHECK basically does 

is comparison of the geometry of the residues in the 

predicted model with the known stereo-chemical 
values from well-known structures [30]. 

2.4. Localization of proteins   

 

For the subcellular localization, we used the recently 

developed tool PSI (Plant Subcellular localization 

integrative predictor) which uses the group voting 

strategy and machine learning to combine the results of 

11 independent subcellular localization tools: cello, 

mPloc, Predotar, mitoProt, MultiLoc, TargetP, 
WolfPSORT, subcellPredict, iPsort, Yloc and PTS1 [31]. 

2.5. Domain search and interaction prediction  

 

The identification of domains in the five HMA proteins 

was performed using the online tool SMART (Simple 

Modular Architecture Research Tool) located on the 

website of the European Molecular Biology Laboratory 

(EMBL). The tool is able to detect more than 500 

domain families from chromatin-associated, 

extracellular and signaling proteins [32]. 

Interactome of the HMA proteins was determined by 

using the STRING (Search Tool for the Retrieval of 

Interacting Genes/Proteins). It was used for searching 

interlogs of the five proteins. The STRING database 

consists of known and predicted protein interactions of 

currently 9 643 763 proteins and 2031 organisms. The 

predicted protein interactions are classified into 

physical or functional associations. What the program 

does basically is to determine binary interactions of 
each individual protein with predicted proteins. 

Further, each interaction is assigned to a confidence 

score which depicts the quality and number of 

experimental technique used for the detection of these 
protein interactions [33]. 

2.6. Docking sites prediction  

 

The docking site prediction was undertaken by the 

ClusPro 2.0 online software, an automated docking tool 

from the Structural Bioinformatics Lab of Boston 

University. ClusPro works on the basis of providing 70 

000 rotations for the ligand protein from which 1000 

rotations with the lowest score are chosen [34]. 

 

3. Results 

 

3.1. MSA and Phylogenetic tree construction 

 

Multiple sequence alignment was performed by the 

Clustal Omega online tool. The results of the sequence 

alignment are in table 2. 

 

Table2. Multiple sequence alignment of Brassica 

oleracea HMA proteins 

Seq. 1 
Length 

in aa 
Seq.e 2 

Length in 

aa 

Clustal 

Omega 

score in % 

HMA 1 817 HMA 5 999 26.81 

HMA 1 817 HMA 3 758 25.60 

HMA 1 817 HMA 2 883 26.24 

HMA 1 817 HMA 5 999 26.41 

HMA 5 999 HMA 3 758 27. 82 

HMA 5 999 HMA 2 883 29.94 

HMA 5 999 HMA 4 1195 29.15 

HMA 3 758 HMA 2 883 69.14 

HMA 3 758 HMA 4 1195 67.60 

HMA 2 883 HMA 4 1195 71.71 

aa: Amino acids 

 

Using the same tool we have constructed the 

phylogenetic tree that shows the evolutionary 

relationship between the aligned HMA proteins from 

Brassica oleracea . 

 

 

Figure1. Phylogenetic tree (cladogram) of HMA 

proteins in Brassica oleracea 

 

In figure 1 we observe that we have two sister groups, 

one group being HMA2 and HMA4 proteins and on 

another side HMA1 and HMA5 proteins, each group 

having a common ancestor. HMA3, as a lone taxon, 

shares common ancestor with HMA1 and HMA5 but is 

more distant. However, it shows more homology with 

HMA2 and HMA4, as confirmed by Table 2. 

In addition, phylogenetic tree was constructed 

combining the five B.oleracea HMA proteins with 
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HMA proteins from A. thaliana and B.rapa (see 

Figure 2). In this figure, it’s clearly visible that 

A.thaliana HMA proteins share the common ancestors 

with all other taxa analyzed in the phylogenetic tree.  

Furthermore, this indicated the possibility of an 

evolutional change of A.thaliana HMAs into B.rapa 

and B.oleracea HMA proteins. The HMA proteins from 

B.rapa and B.oleracea share the common ancestor, 

being sister taxa with all HMA proteins, except HMA3.  

HMA3 protein from B.rapa and A.thaliana shares the 

common ancestor whereas B.Oleracea has evolved 

separately. 

 

 
Figure2. Phylogenetic tree (cladogram) of HMA proteins with other Brassicaceae family members 

3.2. Protein localization  

By PSI, the proteins are localized to 10 possible 

locations, with a score from 0 to 1 and higher implying 

higher confidence in the presence of the protein in a 

particular subcellular compartment. Results are shown 

for protein localization prediction in table below: 

Table3. Results of protein localization by PSI 

Protein name 
Predicted Subcellular 

Localization 
Score 

HMA 1  Plastid 0.689  

HMA 2  Membrane 0.676  

HMA 3  Membrane 0.694  

HMA 4  Membrane 0.513  

HMA 5  Membrane 0.393  

3.3. Predicted and varified 3D structure models 

The determination of the structure of proteins is vital 

for total understanding of the function, interactions and 

possible ligands, conserved domains and their 

homologues and many other purposes. However, 

experimental determination of the 3D structure is a 

demanding and time consuming process, so 

bioinformatics tools are used to predict the structures of 

proteins of interest. The 3D structures of HMA proteins 

predicted by Phyre2 tool are seen in figure 3. 

 

 
  

 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

 

Figure 3: Predicted 3D structures and respective    

Ramachandran plots for HMA1 protein 

HMA1 
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  Figure 4: Predicted 3D structures and respective Ramachandran plots for HMA2-5 proteins. 

HMA2 

 

HMA3 

 

HMA4 

 

HMA5 
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After the prediction, the 3D structures underwent the 

process of validation by several structure assessment 

tools. The results are shown in table 4. 

 

Table4. Structure assessment of predicted 3D structures 

Name 
QMEAN6 

score 

QMEAN 

Z-score 
Verify3D 

PROCHECK 

most favored 

region in % 

HMA 1  0.546 -2.40 0.70 93.5 

HMA 2  0.516 -2.73 0.68 90.4 

HMA 3  0.523 -.2.66 0.78 92.3 

HMA 4  0.554 -2.31 0.72 90.3  

HMA 5  0.440 -3.57 0.80 91.1 

 

3.4. Domain identification 

The domains in the five HMA proteins from Brassica 

oleracea were identified by the SMART software. The 

results are presented in the table 5: 

Table5. The domains and their positions in the five 

HMA proteins 

Protein 

Names 
DOMAIN NAME 

E1-E2 ATPase HAD 

Start End Start End 

HMA 1  202  438  446  687  

HMA 2  164  383  391  603  

HMA 3  167  386  394  606  

HMA 4  175  394  403  614  

HMA 5  414  654  662  879  

 

The SMART analysis revealed that all HMA proteins 

have the same domains but on different locations. The 

E1-E2 ATPase domain is a trans-membrane domain, 

which is basically membrane-bound enzyme 

complex/ion transporter that uses ATP hydrolysis to 

drive the transport of protons across a membrane. Some 

trans-membrane ATPases also work in reverse, 

harnessing the energy from a proton gradient, using the 

flux of ions across the membrane via the ATPase 

proton channel to drive the synthesis of ATP [35]. 

There are many different classes of P-ATPases, which 

transport specific types of ion: H+, Na+, K+, Mg2+, Ca2+, 

Ag+ and Ag2+, Zn2+, Co2+, Pb2+, Ni2+, Cd2+, Cu+ and 

Cu2+. P-ATPases can be composed of one or two 

polypeptides, and can usually assume two main 

conformations called E1 and E2 [36]. The HAD 

domain, haloacid dehydrogenase (HAD) superfamily 

domain, includes phosphatases, phosphonatases,  P-

type ATPases, beta-phosphoglucomutases, 

phosphomannomutases, and dehalogenases, which are 

involved in a variety of cellular processes ranging from 

amino acid biosynthesis to detoxification [37]. 

 

3.5. Interactome of HMA proteins 

 

STRING (Search Tool for the Retrieval of Interacting 

Genes/Proteins) is used for searching interlogs of the 

five proteins. The STRING database consists of known 

and predicted protein interactions of currently 9.6 

million proteins and 2031 organisms [38]. The 

predicted protein interaction is classified into physical 

or functional associations. Before entering FASTA 

format of sequences into STRING, we need to specify 

which organism to search for our sequence. STRING 

doesn’t offer Brassica oleracea as a model organism so 

we used organism Brassica rapa, because it shares 

more than 90 % of homology with HMA proteins from 

Brassica oleracea species. 

 

Table6. MSA of Brassica oleracea and Brassica rapa 

HMA protein family (1-5) 

Proteins  Similarity %  

BoHMA 1 BrHMA 1 97.1  

BoHMA 2 BrHMA 2 95.9 

BoHMA 3 BrHMA 3 97.2 

BoHMA 4 BrHMA 4 90.0  

BoHMA 5 BrHMA 5 97.4 

Bo: Brassica oleracea 

Br: Brassica rapa  

 

The interactome analysis revealed strong interactions of 

HMA1, HMA2, HMA4 proteins with FP3 (farnesylated 

protein 3) and FP6 (farnesylated protein 6), whereas all 

HMA proteins show strong interactions with ATX1 

(copper metallochaperone) protein and other related 

copper and ion binding proteins (see supplement Table 

1 and Figure 7). 
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Figure 5: STRING interactome of Brassica rapa HMA1, HMA2, HMA4 and HMA5 protein family (original 

figure shown) 

 

The Brassica rapa HMA3 protein interactome is not 

shown in figure 7 due to the absence of this particular 

protein in STRING interactome server. In order to 

analyze the interactome of HMA3 protein we have used 

the homolog from Arabidopsis thaliana as a template 

(AT4G30120), due to the high similarity of 90% with 

the B.oleracea HMA3 protein. In this analysis we have 

confirmed that the HMA3 from Arabidopsis thaliana is 

also predicted to interact with FP3 and FP6 as the 

homolog heavy metal accumulator’s protein from 

Brassica rapa. Furthermore, the results show strong 

interactions with other metal transporting proteins such 

as Copper chaperone (CCH) related, heavy metal 

associated isoprenylated plant protein 27 (HIPP27) and 

several heavy metal transport/detoxification domain-

containing proteins (see supplement table 2). 

3.6. Docking sites prediction results 

In figure 6, 7 and 8, the results of docking site 

prediction of HMA2 and HMA4 are shown with               

AtX1, FP3 and FP6, respectively.
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Figure 6: Docking site prediction of ATX1 with HMA2 and HMA4 from Brassica rapa  
 

Figure 7: Docking site prediction of FP3 and FP6 with HMA2 from Brassica rapa 

 

 

 

Figure 8: Docking site prediction of FP3 and FP6 with HMA4 from Brassica rapa 
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The protein structures modeled with ClusPro were 

checked by the same verification tools as with the 

HMA (1-5) proteins (Table 10). In addition, we have 

introduced an additional verification tool, DFire. This 

tool estimates the non-bonded atomic interactions in a 

model, thus providing the energy estimation which is 

considered closer to the native conformation if the 

DFire energy score is lower (supplement table 3) [39]. 

4. Discussion 

Brasica oleracea is a plant known as metal hyper-

accumulator that, as such can have an important role in 

environmental aspects. Among these, phytoremediation 

technology is the most interesting one and is the one 

that brought high attention of researchers in the last 

decade. However, beside phytoremediation and positive 

effects they can produce, metals-accumulating plants 

are directly or indirectly responsible for much of the 

dietary uptake of toxic heavy metals by humans and 

animals. Vegetables such as cabbage (Brassica juncea, 

Brassica oleracea) cultivated in wastewater-irrigated 

soils take up heavy metals in large enough quantities to 

cause potential health risks to the consumers [8].  

Metal accumulation and translocation potential varies 

from plant to plant and metal to metal [8], therefore it is 

important to investigate both potentials in plants which 

are considered as metal-accumulators, which, in our 

work was B.oleracea.  

 

Analysis of proteins responsible for metal accumulation 

and transport is of great importance to understand how 

those plants perform their functions in hyper-

accumulation of metals. The HMA proteins (1-5) 

analyzed in our work are already known to play 

important roles in heavy metal accumulation processes. 

Beside their primary function as metal-accumulators, it 

is important to investigate other processes in which 

HMAs can be involved. In order to investigate such 

processes, we were looking for potential interactions 

with other proteins that are currently unknown to the 

literature, not known to interact with the analyzed HMA 

proteins.  

 

In this work we have confirmed that HMA2 and HMA4 

proteins share the most homology among other HMA 

family proteins [40], with 71.7% similarity. The 

phylogenetic tree analysis between the HMA proteins, 

additionally confirmed the similarity among these two 

proteins, where HMA2 and HMA4 share same ancestor, 

separated by other groups in the tree. These results 

suggest that due to their close evolutionary relationship, 

they play important biochemical roles by performing 

same or similar functions within the cell.  

As reviewed by Hussain and colleagues [41], HMA2 

and HMA4 play an important role in Zn transport and 

homeostasis in A.thaliana. By mutating the HMA4 and 

HMA2 genes they have observed a significant decrease 

in Zn accumulation. Furthermore, they observed that 

only the hma2-hma4 double mutant and neither of the 

single mutants exhibited an obvious nutritional 

deficiency in soil, suggesting that HMA2 and HMA4 

have a level of functional redundancy, which can be 

consistent with sequence comparisons that show that 

HMA4 is the most closely related to HMA2, as 

confirmed in this study.  

For further phylogenetic investigation for HMA 

homologes from the Brassicaceae family, a 

ClustaOmega cladogram was constructed (Figure 5), 

revealing clear and strong phylogenetic relationship 

between the target species (B.oleracea) and other 

Brassicacea family species, Arabidopsis thaliana and 

Brassica rapa. 

Due to high sequence similarity (with more than 90%) 

and common conserved domains of all HMA proteins 

of B.oleracea with B.rapa and A.thaliana HMA 

proteins, we may conclude that all know functions 

observed in A.thaliana and B.rapa HMA proteins can 

be attributed to B.oleracea homologues HMA proteins. 

As it is seen in Figure 5, A.thaliana HMA proteins 

share the common ancestors with all other taxa, 

indicating the possibility of an evolutional change of 

A.thaliana HMAs into B.rapa and B.oleracea HMA 

proteins. The HMA proteins from B.rapa and 

B.oleracea share a common ancestor, being sister taxa 

with all HMA proteins, except HMA3. HMA3 proteins 

from B.rapa and A.thaliana share the common 

ancestor, whereas B.Oleracea has evolved separately. 

The 3D structures of proteins enables additional 

functional studies, domain analysis, molecular 

interaction studies, estimation of structural similarity 

between proteins etc. In this study, we used Phyre2 

tool, a protein homology modeling server, used to 

create models of target proteins. These models contain 

information about the tendency for mutation of each 

amino acid in a sequence and are unique for each 

protein. They are created for a set of known 3D 

structures as well as for the user sequence, and then 

scanned to find a match [42]. Further confirmation and 

verification of the modeled structure was tested by 

three validation methods. QMEAN6, PROCHECK and 

Verify 3D.  

The verification results of all five HMA protein in 

B.oleracea, showed sufficient quality, required for 

further analysis. According to our results, the Verify3D 

score for HMA1 is 0.70, for HMA2 it is 0.68, for 

HMA3 0.78, for HMA4 it is 0.72 and the highest score 

was observed with HMA5, being 0.80. The 

Ramachandran plots analysis revealed that all of the 

structural regions lie in the range of acceptance, with 

having more than 90% favored regions. QMEAN6 
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results revealed good Z scores. To be precise, 

QMEAN6 score for HMA1 is 0.546, for HMA2 score is 

0.516. 0.523 is score for HMA3 while 0.554 is score for 

HMA4. The lowest score is 0.444 and it stand for 

HMA5 (see Table 5). For the Z-score analysis we 

observe that all models have negative Z-scores (in 

average of -2 Z-score), being a median score for 

structural validations. Models of low quality are 

expected to have strongly negative QMEAN Z-scores, 

less then -3.5 [43]. Obtained Z-scores are in line to 

scores obtained for high-resolution experimental 

structures of similar sizes solved by X-

raycrystallography. Therefore, the Phyre2 generated 

models appeared acceptable for the protein and metal 

docking site prediction. 

We have shown that all proteins  share two domains, 

starting from different residues. The domains identified 

are P-ATPases (E1-E2 ATPases), membrane-bound 

enzyme complexes/ion transporters that use ATP 

hydrolysis to drive the transport of protons across a 

membrane [44] and the HAD domain, haloacid 

dehydrogenase (HAD) superfamily domains which are 

involved in a variety of cellular processes ranging from 

amino acid biosynthesis to detoxification [37]. The 

interactome analysis revealed strong interactions of 

HMA1, HMA2, HMA4 proteins with FP3 (farnesylated 

protein 3) and FP6 (farnesylated protein 6), whereas all 

HMA proteins show strong interactions with ATX1 

(copper metallochaperone) protein and other related 

copper and ion binding proteins. In order to analyze the 

interactome of HMA3 protein we have used the 

homolog from A.thaliana as a template (AT4G30120), 

due to the high similarity of 90% with the B.oleracea 

HMA3 protein. The HMA3 protein from A.thaliana is 

also predicted to interact with FP3 and FP6 as the 

homolog heavy metal accumulator’s protein from 

B.rapa. Furthermore, the results show strong 

interactions with other metal transporting proteins such 

as Copper chaperon (CCH) related, heavy metal 

associated isoprenylated plant protein 27 (HIPP27) and 

several heavy metal transport/detoxification domain-

containing proteins (supplement table 1). 

FP6 (also known as HIPP26) is characterized by a 

heavy metal binding domain (HMA) and an additional 

isoprenylation motif on C-terminus. This family of 

HIPPs embraces at least 44 proteins in A.thaliana with 

HMA domain being responsible for heavy metal 

binding, metal transport and metal homeostasis 

processes. Isoprenylation motif is added through the 

process of isporenylation [45]. 

Isoprenylation, also known as farnesylation, is a post-

translational protein modification that involves addition 

of a C–terminal hydrophobic anchor that is important 

for interaction of the protein with membranes or other 

proteins [46]. 

In a study conducted by Barth and colleagues [45], it is 

confirmed that HIPP26 exhibits a nuclear localization 

signal (NLS), thus being localized in the nucleus. In 

their work, they also concluded that for the exact spatial 

localization of HIPP26 within the nucleus, the 

isoprenylation seems to be important, which probably 

by its hydrophobic nature determines the correct spatial 

arrangement of this protein within the nucleus. 

Furthermore, their study confirmed that HIPP26 

strongly interacts with ATHB29, a zinc 

fingerhomeodomain transcription factor (ZF-HD 

proteins) which is found to be induced by drought, high 

salinity and abscisic acid, thus playing role in 

regulation of stress response of plants [45]. 

Furthermore, Gao and colleagues [47] showed that FP6 

in A.thaliana (AtFP6) upon interaction with plasma 

mebrane acyl-CoA-binding protein 2 (ACBP2) mediate 

cadmium Cd(II) tolerance [47]. 

Due to the strong interaction with FP6, the represented 

data confirms HMA protein family involvement in 

Cd(II) transport and tolerance, since all three HMAs are 

found to be cadmium/zinc transporting ATPases. In 

addition, we may suggest that these three HMA 

proteins may be important in strees-induced tolerance, 

since it was the case for FP6 protein [45]. FP3 from 

A.thaliana, if soluble and isoprenylated, is capable of 

reversibly binding a copper-chelate matrix in tobacco 

BY2 cell homogenates, suggesting a ubiquitous role for 

these proteins in diverse plants [48] 

In this study, we confirm the interaction of all HMA 

proteins with CCH (Copper chaperone) or CCH-related 

proteins, which has been shown to functionally 

complement atx1 mutants, but the ATFP3 gene 

expression is not regulated in the same manner as CCH 

gene expression [49].  

ATX1 (copper metallochaperone) protein shows strong 

interactions with HMA1, HMA2, HMA4 and HMA5 

proteins. ATX1 is related with copper 

metallochaperones which assist copper in reaching vital 

destinations without inflicting damage or becoming 

trapped in adventitious binding sites [50]. ATX1 is 

shown to bind Cu(I) in the cytoplasm which delivers it 

to a copper transporter in the membrane of a post-Golgi 

vesicles. In the vesicle, the copper is inserted into a 

multicopper oxidase essential for high-affinity iron 

uptake, so ATX1 can be involved in both, copper 

transport and defense against oxidative stress [49] 

ATX1 is also proposed to be involved in Cu 

homeostasis by its Cu-binding activity and interaction 

with the Cu transporter heavy metal-transporting P-type 

ATPase5, suggesting a regulatory role for the plant-

specific domain of the CCH Cu chaperone, therefore, a 

role for HMA5 in Cu compartmentalization and 

detoxification [21].  
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In a more recent study conducted by Lung et al. [51], it 

is confirmed that overexpression of ATX1 enhancing 

Cu tolerance implies the potential use of ATX1 for 

phytoremediation in Cu-contaminated soil. In same 

study, they connected HMA5 with ATX1 on the way 

that ATX1 was proposed to deliver Cu to HMA5 for Cu 

detoxification in roots and translocation to shoots.  

In the docking analysis, the HMA proteins were 

considered to be a ligand (according to ClusPro default 

settings, the ligand is the structure that gets rotated to fit 

into the receptor). Specific docking sites presented are 

ATX1 with HMA2 and HMA4. In this research we have 

verified our structures where all predicted models of 

docking show sufficient quality (see supplement table 

3). 

For further analyses of predicted docking structures, the 

electrostatic potential between the HMA proteins and 

docking partners was calculated via DeepView. This 

tool is showing clouds of negative and positive 

electrostatic potential in the docking site predicted, 

from which we could conclude that at least part of all 

docking sites is due to electrostatic forces. In 

supplement figure 1 we can see the clear separation of 

charges between HMA2 /HMA4 and ATX1 on similar 

docking regions. 

The predicted docking region lies in the of N terminun 

as shown in literature, where HMA2 and HMA4 N-

terminal domain are essential for function in planta 

while the C-terminal domain, although not essential for 

function, may contain a signal important for the 

subcellular localization of the protein (supplement 

figure 2)[52]. 

These predicted docking sites of FP3 and FP6 to HMA2 

and HMA4 lie in similar region, usually on N terminus, 

which confirms the good modelling of 3D structures by 

ClusPro. The visualization of the resulting docking site 

models for HMA4 with FP3 and PP6 (supplement 

figure 3). 

All the structures, verified by the electrostatic potential, 

given by DeepView, confirm the docking sites 

supported by the electrostatic forces. It has been shown 

that the electrostatic potentials at the interfaces of 

interacting molecules are anti-correlated. This means 

that at the interface, there is a good chance to find a 

patch of positive electrostatic potential on the surface of 

one molecule positioned next to a negative patch on the 

surface of the adjacent molecule and vice versa [53]. 

Furthermore, a big DFire score results for all models 

are  indicating  good models of docking, which 

estimates the non-bonded atomic interactions in a 

model, thus providing the energy estimation that is 

closer to the native conformation the lower it gets 

(lower quality predictions have more negative scores) 

[39]. 

5. Conclusion  
 

Brassicaceae family plants are known to accumulate 

high amounts of toxic metals, such are: (N), phosphorus 

(P), potassium (K), calcium (Ca), magnesium (Mg) and 

sulphur (S) and the micronutrients boron (B), chlorine 

(Cl), iron (Fe), manganese (Mn),copper (Cu), zinc (Zn), 

nickel (Ni) and molybdenum (Mo). The subgroup, 

Brassica oleracea shows great potential to be hyper-

accumulator of Zn and Cd heavy metals. In this 

research we have focused to further investigate the 

roles of HMA (1-5) proteins in Brassica oleracea, 

predicting their structures and interactomes. To achieve 

the most accurate result, the stated aim was enhanced 

and supported through the use of several common 

bioinformatics techniques. The B.oleracea HMA 

proteins (1-5) were subjected to multiple sequence 

alignment analysis with HMA proteins from B.rapa, 

B.napus and A.thaliana in order to obtain information 

about conserved regions among these proteins and to 

assess the phylogenetic relationship of the proteins. 

This further enabled further analysis of their 3D 

structures as well as their interactome analysis, in order 

to confirm current functional roles of each protein and 

possibly discover new inteactome partners unknown to 

the literature, for new annotations of functional roles of 

B.oleracea HMA proteins (1-5).  

 

It is through bioinformatics analysis that we identified 

and structurally predicted 5 homologues of HMA 

proteins in Brassica rapa, mostly similar to Brassica 

oleracea. Since they are similar, but not identical in 

structure and differentiate in two groups in 

phylogenetic analysis, further inference about the 

functions and localization of the homologues was 

required. For that purpose, localization tools were used 

to predict subcellular locations and the trend of 

differences between the homologues continued. Lastly, 

the interactome analysis showed similar functions and 

associations with many crucial processes of metal ion 

transportation, required for cellular integrity and 

stability maintenance. The results obtained in this study 

lead us to the conclusion that cellular functions of the 5 

homologues are very similar, where HMA2 and HMA4 

are directly involved in Zn/Cd transport, whereas 

HMA5 functions as metallochaperones and functions in 

copper detoxification, as confirmed within this study. 

Furthermore, HMA2 and HMA4 are shown to have 

strong interaction with ATX1 protein, by now only 

know to interact with HMA5, which may indicate a 

specific involvement of HMA2 and HMA4 proteins in 

Cu(I) binding and the delivery to the post- Golgi 

vesicle, with strong possibility of Cu 

compartmentalization and detoxification, as shown for 

HMA5.  
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In addition, the interactome analysis revealed strong 

interaction of HMA2 and HMA4 proteins with FP3 

(farnesylated protein 3) and FP6 (farnesylated protein 

6). A study conducted by Dykema et al. [48], showed 

that FP3 from A.thaliana has function as ubiquitous 

protein in diverse plants. FP6 (also known as HIPP26) 

is characterized by a heavy metal binding domain 

(HMA) and an additional isoprenylation motif on C-

terminus. It is shown that HIPP26 strongly interacts 

with ATHB29, a zinc finger homeodomain 

transcription factor (ZF-HD proteins) which is found to 

be induced by drought, high salinity and abscisic acid, 

thus playing role in regulation of stress response of 

plants. Furthermore it is shown that FP6 interacts with 

acyl-CoA-binding protein 2 (ACBP2) mediate 

cadmium Cd(II) tolerance protein, indicating the 

possibility the HMA2 and HMA4 proteins may share the 

above mentioned cellular functions.  

Experimental determination of 3D structures of the 

homologues, as well as further testing in terms of 

interactome and co-localization analysis, is needed to 

fully understand the role of HMA homologues in metal 

transports. Especially the docking sites and binding 

domains need to be researched further, preferably in 

vivo, in order to understand the mechanism by which 

this protein docks to Zn and Cd ions and its function as 

a partner for other protein functions. This study 

confirmed the known functional roles of HMA proteins, 

especially the HMA2 and HMA4 proteins, known to be 

hyper-accumulators for Zn and Cd, elongating their 

potential cellular roles by detailed 3D structure and 

interactome analysis. 
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Supplement Figure 1: Visualization of the electrostatic potential of the HMA2 and HMA4 with ATX1 docking site as 

modeled by ClusPro. Yellow=HMA ribbon, grey= ATX1 ribbon, red=negative potential, blue=positive potential 

 

Supplement Figure 2: Visualization of the electrostatic potential of the FP3 and FP6 with HMA2 docking site as modeled by 

ClusPro. Yellow= FP3/6 ribbon, grey= HMA2 ribbon, red=negative potential, blue=positive potential 
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Supplement Figure 3: Visualization of the 

electrostatic potential of the FP3 and FP6 with HMA4 docking site as modelled by ClusPro. Yellow= FP3/6 ribbon, grey= 

HMA2 ribbon, red=negative potential, blue=positive potential 

 
 

Supplement table 1: Interactome results of Brassica rapa HMA1, HMA2, HMA4 and HMA5 protein family 

 

HMAs Scores 
Brassica rapa 

interactome ID 
Brassica rapa 

STRING Annotation 
Function(s) 

HMA1 
0.974 Bra035681 Copper-binding family protein Copper ion binding 

HMA4 

HMA1 
0.974 Bra033260 

Heavy-metal-associated 

domain-containing protein 
Metal ion binding HMA2 

HMA4 

HMA1 

0.975 Bra029854 
Arabidopsis homolog of anti-

oxidant 1-ATX1 

Chaperon protein. Predominant 

role in delivery of Cu to HMA and 

Cupper homeostasis. 

HMA2 

HMA4 

HMA5 

HMA1 
0.974 Bra032026 Copper-binding protein-related Copper ion binding HMA2 

HMA4 

HMA1 

0.975 Bra039371 
Hydroxyproline-rich 

glycoprotein family protein 

Involved in copper  import and 

transfer through cells 

HMA2 

HMA4 

HMA5 

HMA1 

0.975 Bra037865 T15F16.6 

Heavy-metal-associated domain-

containing protein / copper 

chaperone (CCH)-related 

HMA2 

HMA4 

HMA5 

HMA1 0.974 Bra037919 Metal ion binding Metal ion binding 
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HMA2     

HMA4 

HMA5 

HMA1 0.974 Bra033570 HIPP26/FP6/ 

FARNESYLATED PROTEIN 6 

Heavy-metal-binding protein, heat 

acclimation, Binds lead, cadmium 

and copper. 
HMA2 

HMA4 

HMA1 0.974 Bra038642 FP3/ FARNESYLATED 

PROTEIN 3 

Heavy-metal-binding protein. 

Binds lead, cadmium and copper. 

May be involved in heavy-metal 

transport 

HMA2 

HMA4 
 

 

 

 

Supplement table 2: Interactome results of Arabidopsis thaliana HMA3 protein 

HMA Scores 
Interactome TAIR 

ID 
STRING Annotation Functions 

ATHMA3 

0.961 AT3G56240.1 
Copper chaperon (CCH) 

related. 
Stress inducing. Metal  ion binding 

0.961 AT5G02600.1 
Sodium Possium Root 

Defective -NAKKR1 

Heavy metal 

transport/detoxification 

superfamily protein1 

0.961 AT5G66110.1 HIPP27 

Heavy metal associated 

isoprenylated plant protein 

27.Metal Ion Binding 

0.961 AT5G63530.1 
Farnesylated protein 3-  FP3/ 

MLE2_16 

Heavy-metal-binding protein. 

Binds lead, cadmium and copper. 

May be involved in heavy-metal 

transport 

0.961 AT4G38580.1 
Farnesylated protein 6 -  

FP6/HIPP26 

Heavy-metal-binding protein, heat 

acclimation, Binds lead, cadmium 

and copper. 

0.961 AT5G60800.1 

Heavy metal 

transport/detoxification 

domain-containing proteins 

Heavy metal 

transport/detoxification domain-

containing protein 

0.961 AT5G37860.1 

0.961 AT5G27690.1 

0.961 AT4G39700.1 

0.961 AT5G03380.1 

0.961 AT5G19090.1 

0.961 AT5G24580.1 
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              Supplement table 3: Verification analysis of all chosen docking candidates with HMA2 and HMA4 

 

Name QMEAN6 score 
QMEAN6 score 

Z-score 
DFire energy 

PROCHECK 

most favored 

region in % 

HMA2-ATX1 0.511 -2.795 -1007.50 85.0 

HMA2-FP6 0.454 -3.413 -1006.70 84.2 

HMA2-FP3 0.313 -4.979 -1124.00 82.08 

HMA4-FP3 0.537 -4.484 -1111.77 83.0 

HMA4-FP6 0.454 -3.413 -1006.70 84.2 

HMA4-ATX1 0.484 -3.091 -996.22 84.9 

\ 
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