A new technique for cataract eye disease diagnosis in deep learning
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ABSTRACT

Automated diagnosis of eye diseases using fundus images is challenging because manual analysis is time-consuming, prone to errors, and complicated. Thus, computer-aided tools for automatically detecting various ocular disorders from fundus images are needed. Deep learning algorithms enable improved image classification, making automated targeted ocular disease detection feasible. This study employed state-of-the-art deep learning image classifiers, such as VGG-19, to categorize the highly imbalanced ODIR-5K (Ocular Disease Intelligent Recognition) dataset of 5000 fundus images across eight disease classes, including cataract, glaucoma, diabetic retinopathy, and age-related macular degeneration. To address this imbalance, the multiclass problem is converted into binary classification tasks with equal samples in each category. The dataset was preprocessed and augmented to generate balanced datasets. The binary classifiers were trained on flat data using the VGG-19 (Visual Geometry Group) model. This approach achieved an accuracy of 95% for distinguishing normal versus cataract cases in only 15 epochs, outperforming the previous methods. Precision and recall were high for both classes – Normal and Cataract, with F1 scores of 0.95-0.96. Balancing the dataset and using deep VGG-19 classifiers significantly improved automated eye disease diagnosis accuracy from fundus images. With further research, this approach could lead to deploying AI (Artificial intelligence)-assisted tools for ophthalmologists to screen patients and support clinical decision-making.
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1. Introduction

Ocular diseases encompass any abnormalities or impairments that disrupt the proper functioning of the eye or negatively affect visual sharpness. Retinal conditions are leading reasons for blindness worldwide, including glaucoma, diabetic retinopathy, cataracts, and age-related macular degeneration. Studies have estimated that over 400 million people will have diabetic retinopathy by 2030 [1, 2]. The timely detection of these diseases helps avoid vision loss. However, a significant gap exists between ophthalmologists and patients. Manual fundus examination is time-demanding and relies heavily on specialist experience, complicating large-scale screening. Therefore, automated computer-aided diagnosis is critical for detecting eye diseases [3].

The global prevalence of eye diseases varies widely, contingent on age, sex, occupation, socioeconomics, hygiene, customs, climate... Studies have demonstrated that tropical populations have a higher incidence of ocular infections than temperate regions, attributed to environmental factors, including dust, humidity, sunlight, and other factors [4]. World Health Organization quotes that approximately 2.2 billion have near- or far-vision...
impaired globally [5]. According to projections, 50% of these cases could have been avoided or treated. Approximately one billion people suffer from moderate to severe distance vision issues or blindness stemming from uncorrected refractive errors, cataracts, glaucoma, corneal opacities, diabetic retinopathy, and trachoma. Over 800 million people also experience near-vision deficits due to uncorrected presbyopia [6]. Affordable eye care access is imperative for underserved groups. Deep learning is gaining traction in medical imaging, showing promise for detection, classification, and diagnosis. Automating disease identification may reduce ophthalmologists’ workload.

This study aims to develop a system that can accurately categorize eye diseases into one of two classes - cataract or normal (non-cataract). However, the utilized dataset exhibited substantial class imbalance, rendering disease categorization inadvisable as imbalance engenders training instability. A binary class-balancing approach was employed, whereby equal samples from two classes were extracted and input into a pre-trained VGG-19 (Visual Geometry Group) model. Rather than simultaneous multiclass disease classification on an entirely imbalanced dataset, this tactic focused on balanced two-class – standard and cataract - categorization, thereby enhancing model training and performance. Consequently, this research commenced by balancing the dataset by extracting equivalent samples across classes and training the models using the pre-existing VGG-19 architecture. The methodology loads and populates the dataset with matched image quantities per class. Transfer learning was used to optimize the VGG-19 model. Balancing the data improved class accuracy for standard and cataract classes. The rest of this article is structured subsequently. Section 2 reviews the relevant prior work. Section 3 comprehensively delineates the tools and techniques used in this study. Section 4 analyzes the experimental outcomes and the performance of the model. In the concluding Section 5, we summarize this research study's essential findings and contributions. We also discuss potential avenues for future work, building on the results presented here.

2. Related work
Various methods have been suggested for ocular disease classification, including a two-stage technique using CNNs (convolutional neural network) for optic disc localization [7], knowledge distillation models with sequential deep network training [8], and ReLayNet (Retinal Layer) - an encoder-decoder fully convolutional network for semantic segmentation of retinal layers and fluids from OCT (Optical coherence tomography) scans [9]. These studies demonstrate deep learning techniques for automated feature extraction and analysis from fundus and OCT ophthalmic imaging. Researchers developed a method to diagnose different retinal diseases using OCT [10]. They performed pixel-wise classification of OCT scans with CNNs using dilated convolution filters, evaluating performance on 400 AMD (Age-related macular degeneration) patient scans. In another study, Hu et al. [11] proposed a CNN approach to detect intraretinal fluid in OCT images. Their CNN model was trained on 1289 OCT scans, achieving a 0.911 Dice score in cross-validation. Distinctly, the authors presented a supervised learning technique employing a novel convolutional multitask structure [12]. This model was trained to concurrently segment bright and red lesions and detect lesions from fundus images, achieving strong performance with a 0.839 AUC (Accuracy). In addition, researchers have proposed a new method for segmenting retinal blood vessels using conditional random fields connected to a convolutional neural network (CRF-CNN) [13]. They tested how well their CRFs-CNN model performed by analyzing its accuracy and effectiveness on color fundus images from two existing datasets called STARE (Structured Analysis of Retina) and DRIVE (Digital Retinal Images for Vessel Extraction) [14, 15]. Similarly, Khan et al. [16] developed an automated deep-learning method to detect diabetic macular edema and retinopathy. They accomplished this by optimizing a neural network image classification model.

Researchers have also proposed using deep-learning methods called GANs (Generative Adversarial Networks) to detect glaucomatous optic neuropathy, including over 8000 color fundus images for model training. They attained an area under the curve (AUC) of 0.98, with 92.2% specificity and 95.6% sensitivity. Another study diagnosed different retinal diseases from OCT images using fine-tuned CNNs, such as GoogLeNet [17]. They were classified into diabetic macular edema, dry age-related macular degeneration, and no pathology. VGG-19 has also been used to detect cataracts in color fundus images [2]. Other studies have investigated evaluation principles for different methods [18], optimization of deep learning models for eye disease detection[19], and benchmarking state-of-the-art deep neural networks [20].

3. Methodology
The methodology used to classify ocular images showing cataract eye disease accurately uses deep learning techniques. First, the dataset was carefully curated to ensure a balanced representation of each ocular condition. The fundus images are then preprocessed and input into deep neural networks, such as VGG19, which can analyze such visual data. The VGG19 model was trained through experiments to optimize the classification performance.
The image dimensions were adjusted to improve accuracy, with convolutional layers extracting relevant features and reducing dimensionality. The final sigmoid layer performs classification. The methodology is summarized in a flowchart (see figure 1) outlining the steps of dataset preparation, image preprocessing, deep network training utilizing techniques and transfer learning from VGG19, and model assessment that enables precise classification of medical images for automated diagnosis of ocular diseases. To create a binary classifier for detecting cataracts versus normal eyes, the examples labeled as diabetic retinopathy, glaucoma, age-related macular degeneration, hypertension, and the two other classes were removed. This simplified the task into distinguishing between just two categories - cataract and regular. As the first step of this project, exploratory data analysis was performed by examining a dataset sample. Specifically, the contents of the first 5 patient records were inspected to gain a preliminary understanding of the data structure and characteristics. Figure 2(b) contains information on patients from the ODIR-5K dataset, including ID, age, sex, left and right fundus image filenames, diagnostic keywords for each eye, labels, and target vectors. For each patient entry listing the patient ID, demographics, left and right fundus image filenames, diagnostic keywords describing pathological findings in each eye, the image file directory path, the overall diagnostic label (N=Normal, D=Diabetic Retinopathy, G=Glaucoma, C=Catarract, A=Age-related Macular Degeneration, H=Hypertension), and a target vector encoding the diagnosis. This structured data provides the input images and diagnostic metadata for training machine learning models to classify ocular diseases based on retinal fundus photographs.

3.1. Dataset
The ODIR-5K dataset contains color fundus photographs of the left and right eyes of 5,000 patients, along with age information and diagnostic keywords provided by doctors [21]. Shang-gong Medical Technology compiled a desensitized dataset of 5000 patients’ left and right fundus images from various Chinese hospitals. They added metadata such as age, gender, and diagnostic keywords to determine disease labels for classification. The images were captured using diverse cameras, resulting in varying dimensions. This multiclass, multi-label dataset
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encompasses eight ocular disease categories, with individual patients potentially exhibiting multiple conditions. The classes include normal, glaucoma, diabetes, AMD, cataract, hypertension, myopia, and other abnormalities. Figure 2 (A) exhibits fundus images demonstrating various ophthalmological disease pathologies.

Fundus pictures provide a non-invasive way to observe ocular abnormalities indicative of various eye diseases. For example, glaucoma damages the optic nerve, increasing cupping and brightness in the disc (Fig. 3(A)b). Diabetic retinopathy produces microaneurysms, hemorrhages, and exudates visible as red and yellow spots (Fig. 3(A)c). AMD causes neovascularization and geographic atrophy in the retina (Fig. 3(A)d). Cataracts blur anatomical structures like vasculature and fovea (Fig. 3(A)f). Hypertension alters vessel morphology, narrowing arterioles and causing AV (Arteriovenous) nicking (Fig. 3(A)e). Myopia thins the retinal pigment epithelium, creating peripapillary atrophy (Fig. 3(A)g). Other abnormalities like macular degeneration, pigment proliferation, and epiretinal membranes can also be observed (Fig. 3(A)h). Overall, fundus imaging provides a powerful tool to screen for multiple ocular diseases in a non-invasive manner through characteristic morphological changes in the retina and optic disc.

The image dataset exhibited variability in terms of image dimensions and shapes. Specifically, 114 images were non-rectangular triangles with differing sizes, such as 3456x188 and 5188x250 pixels. This variability is attributed to the images captured by different cameras and settings. Additionally, while 150 images were 1000 pixels, 10 images were 2000 pixels. To normalize this data, black borders were removed, cropping and resizing were applied to make images rectangular, and left and right images merged into a single image. Figure 3 represents a bar graph that illustrates the distribution of pathological observations in individual eyes within the ODIR-5K dataset, which comprises 5000 retinal fundus photographs.

Figure. 2 (A) Fundus images demonstrating various ophthalmological disease pathologies: (a) a normal fundus devoid of abnormalities, (b) an image of glaucoma, (c) diabetic retinopathy lesions, (d) signs of age-related macular degeneration, (e) manifestations of hypertension, (f) cataract opacity, (g) peripapillary changes from myopia, and (h) additional unspecified anomalies. Fundus images demonstrating various ophthalmological disease pathologies. [22]

Figure. 2 (B). first five records from the dataset
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<table>
<thead>
<tr>
<th>ID</th>
<th>Patient Age</th>
<th>Patient Sex</th>
<th>labels</th>
<th>target</th>
<th>filename</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>69</td>
<td>Female</td>
<td>['N']</td>
<td>[1, 0, 0, 0, 0, 0, 0, 0]</td>
<td>0_right.jpg</td>
</tr>
<tr>
<td>1</td>
<td>57</td>
<td>Male</td>
<td>['N']</td>
<td>[1, 0, 0, 0, 0, 0, 0, 0]</td>
<td>1_right.jpg</td>
</tr>
<tr>
<td>2</td>
<td>42</td>
<td>Male</td>
<td>['O']</td>
<td>[0, 1, 0, 0, 0, 0, 0, 0]</td>
<td>2_right.jpg</td>
</tr>
<tr>
<td>3</td>
<td>53</td>
<td>Male</td>
<td>['O']</td>
<td>[0, 1, 0, 0, 0, 0, 0, 0]</td>
<td>4_right.jpg</td>
</tr>
<tr>
<td>4</td>
<td>50</td>
<td>Female</td>
<td>['O']</td>
<td>[0, 1, 0, 0, 0, 0, 0, 0]</td>
<td>5_right.jpg</td>
</tr>
</tbody>
</table>

[5 rows x 19 columns]
The graph presents a comprehensive representation of problematic labels and their corresponding frequencies inside the ODIR-5K dataset, which was utilized to develop automated eye disease diagnosis systems using retinal pictures. The dataset exhibits a class imbalance as the number of normal fundus photos surpasses the number of instances of most disorders, thus emphasizing the disparity in distribution.

3.2. Data preprocessing
The ODIR-5K dataset contains variable-sized fundus images captured by diverse cameras. Preprocessing ensured high quality and involved manual screening to exclude invalid images, cropping black borders, augmenting data, and normalizing. After removing poor-quality images per expert annotation, 1104 images across two classes (Normal and Cataract) were selected—594 for the cataract and 510 for the normal.

Moreover, most fundus images contain non-informative black borders; retaining such negligible backgrounds equivalently increases the negative sample proportions, adversely impacting diagnostic lesion detection. Consequently, an automated cropping process is implemented: images undergo segmentation into background and foreground components, with the foreground pathology-containing region localized, and image dimensions are subsequently resized based on the foreground position and dimensions. This cropping normalizes images to 512*512 pixels, removing extraneous information and improving the feature representation.

Moreover, the quantity of data points within each category is disproportionate, resulting in discriminatory categorization outcomes that favor types boasting copious images via increased training weights over categories with limited data points. Thus, attenuating the ramifications of the data imbalance while enhancing categorization efficacy mandated down sampling of the dominant class to mitigate the data asymmetry. Furthermore, implementing normalization to rescale all imagery within intervals of (0, 1) streamlined network optimization by standardizing the input data range.

3.3. Transfer learning (TL) and convolutional neural network (CNN)
LeCun et al. [23] initially used a Convolutional neural network (CNN) for recognizing handwritten digits. CNN uses convolution instead of matrix multiplication. It performs best for medical image segmentation, enhancement, and classification [21]. Different layers comprise CNN architecture comprising convolutional, batch normalization, ReLU (rectified linear unit), pooling, and fully connected layers.

Deep learning models, like various CNN architectures, including GoogleNet [24], AlexNet [25], VGGNet [7], MobileNet [26], and ResNet [27] suggested for ImageNet classification, require immense datasets to tackle multifaceted problems and achieve best performance. Transfer learning circumvents the arduous, time-consuming
task of amassing ample labeled data by exploiting information from pre-trained models trained on massive databases, like ImageNet, irrespective of their original purpose. Therefore, transfer learning enables leveraging existing CNN architectures without collecting extensive medical imaging data [28].

This study implements TL (Transfer Learning) on CNN architectures, specifically VGG19, for fundus image classification. This latter is chosen to analyze the fundus image domain adaptation from the ImageNet database, considering its numerous layers and parameters. The architecture was applied using Keras over TensorFlow and optimized using the Adam optimizer to enable the transfer of learning from natural to medical images.

3.4. Proposed CNN’s VGG19 model via transfer learning (TL)

The ODIR-5K dataset, discussed in section III part A, contains fundus images for every patient’s eyes. The final label is either a normal eye or a cataract disease eye. Images were resized to $512 \times 512 \times 3$ to standardize data via bilinear interpolation. For the model, concatenated left and right eyes were input to CNN. CNN feature maps were pooled globally. The resulting feature vector was optimized using sigmoid activation function $f(s)\equiv(Eq.(1))$ which limits the feature predictions to between $(0,1)$.

$$f(s) = \frac{1}{1+e^{-s}} \quad (1)$$

Sigmoid activation predicts the probability for each label separately. Labels with a chance exceeding 0.5 are classified as cataract disease eyes, while those below 0.5 are normal eyes. The MSLE (Mean Squared Logarithmic Error) loss function calculates the divergence between the predicted and actual values for normal eyes and eyes with cataract disease. The VGG-19 model utilizes a consistent CNN architecture with $3x3$ filters, single stride convolutions, identical padding, and $2x2$ max-pooling layers with a stride of 2 rather than relying on numerous hyperparameters. The convolution and max-pooling layers follow a uniform pattern. The model contains two fully connected layers. VGG-19 is an extensive network with over 138 million trainable parameters due to its structured design focused on stacked $3x3$ filter convolutions. Following the classification layer, comprised of a densely connected classifier and dropout, a sequence of convolutional layers was implemented. In a dense layer, each neuron connects to all neurons in the prior layer, contrasting convolutional layers. Thus, dense layers learn from the preceding layer’s features, unlike convolutional layers. The activation function for the densely connected layers must be specified, determining how they process the inputs from the previous layer.

Leveraging transfer learning by utilizing weights that were pre-trained on the ImageNet dataset, the VGG19 model, which is a deep convolutional neural network architecture initially designed by the Visual Geometry Group at Oxford, has over 20 million parameters yet only 238,081 were trainable as a result of freezing the convolutional base layers, with the model being trained to perform binary classification likely on a custom dataset through the use of a sigmoid activation on the dense output layer along with the selection of Adam as the optimizer to update the trainable weights during training as well as the application of binary cross entropy as the loss function, which is commonly used for binary classification tasks, and no early stopping was employed so the model was trained for a fixed number of epochs; overall, the VGG19 model made use of transfer learning on pretrained ImageNet weights, had minimal trainable parameters, and was tuned as a binary classifier for a likely custom dataset utilizing standard practices like the Adam optimizer and binary cross entropy loss. Table 1 provides the model specification for the undertaken research work.

<table>
<thead>
<tr>
<th>NO</th>
<th>Layer name</th>
<th>Layer type</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>vgg19</td>
<td>Functional</td>
</tr>
<tr>
<td>2</td>
<td>flatten</td>
<td>Flatten</td>
</tr>
<tr>
<td>3</td>
<td>dense</td>
<td>Dense</td>
</tr>
</tbody>
</table>

4. Implementation

By employing a subset of the ODIR-5K dataset containing only normal and cataract images, preliminary discourse elucidates the implementation specifics and assessment metrics, followed by presenting the empirical outcomes to validate the proficiency of the proposed VGG19-CNN architecture. Specifically, 1104 images across two classes (Normal and Cataract) were selected from the full ODIR-5K dataset. This refined dataset contained 594 images labeled as cataracts and 510 images labeled as normal. We propose modifications to the VGG19 architecture by adding custom-flattened and dense layers, creating an enhanced model tailored for our binary classification application using only normal and cataract eye images. The experimental implementation leveraged the Google Colab platform with a Tesla T4 GPU and employed the Jupiter Notebook within the
TensorFlow framework. Utilizing the ODIR-5K dataset, the data was partitioned with a 70/30 split for training and testing sets. Parameterization instantiated input dimensions of 512 × 512 pixels, Adam optimizer configured at a 0.001 learning rate, MSLE for the loss function calculation, batch size 32, and 15 epochs of iterative training.

Table 2 presents the summary of the employed model. The classification model utilized the VGG19 architecture pre-trained on the ImageNet dataset. Transfer learning was employed in this study by immobilizing the weights of the initial layers and retraining the subsequent fully connected network layers. The final layer consists of a densely connected sigmoid output, which is utilized for binary classification. No data augmentation was performed. The optimization algorithm used in this study was Adam, whereas the loss function employed was the mean-squared log error. The use of early discontinuation still needs to be implemented. The model consisted of 20 million parameters, with 25,089 being trainable in the retrained, fully connected layers. The remaining 20 million parameters in the convolutional layers were maintained constant. Transfer learning in this approach facilitated efficient training that emphasized the adjustment of higher-level features while capitalizing on the broad range of features acquired by VGG19 from its exposure to various image datasets. Implementing a selective retraining technique facilitated the effective acquisition of knowledge from a restricted set of medical images, allowing for the differentiation between normal eyes and cataracts diseases eyes by utilizing diagnostic indicators included in retinal fundus photographs.

Table 2. A summary of the employed model

<table>
<thead>
<tr>
<th>Training Details</th>
<th>VGG19</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data Augmentation</td>
<td>NO</td>
</tr>
<tr>
<td>Transfer Learning</td>
<td>Yes</td>
</tr>
<tr>
<td>Weights</td>
<td>Pre-trained on ImageNet</td>
</tr>
<tr>
<td>Last Layer</td>
<td>Dense (1, activation = ‘sigmoid’)</td>
</tr>
<tr>
<td>Feature Extraction</td>
<td>Yes</td>
</tr>
<tr>
<td>Classification Enabled</td>
<td>Yes</td>
</tr>
<tr>
<td>Optimizer</td>
<td>Adam</td>
</tr>
<tr>
<td>Loss Function</td>
<td>MSLE</td>
</tr>
<tr>
<td>Early Stopping</td>
<td>NO</td>
</tr>
<tr>
<td>Number of total Parameters</td>
<td>20,049,473</td>
</tr>
<tr>
<td>Number of trainable Parameters</td>
<td>25,089</td>
</tr>
<tr>
<td>Number of Non-trainable params</td>
<td>20,024,384</td>
</tr>
</tbody>
</table>

Performances are assessed based on two key metrics: Accuracy (equation (3)) and F1-score (equation (4)).

Accuracy = (TP + TN) / (TP + FP + FN + TN)                (3)

F1-score = 2 * (precision * recall) / (precision + recall) (4)

With:

Precision = TP / (TP + FP)                               (5)

Recall = TP / (TP + FN)                                   (6)

While TP represents True Positives, emblematizing exemplars wherein both predicted and factual declensions are affirmative, contrariwise, TN, that is, True Negatives, impersonates contingencies where both indices are dissenting; FP along with FN signify False Positives in addition to False Negatives, correspondingly, mirroring the fallacious qualifications: FP where the prototype spievously prescribes positive mottoes to negative paradigms, plus FN wherein sanguine prototypes are incorrectly emblazoned as pessimistic; the numerator of the proportion, (TP + TN), merges the precise arrangements, while the denominator finds the sum of information dots arranged; ergo, the ratio explicates the section of accurate characterizations out of the gross prognostications, typifying the prototype's integrity.

Recall measures the effectiveness of a model in correctly identifying positive samples in a dataset. It is calculated as the ratio of true positives to the sum of true positives and false negatives. True positives are cases correctly identified as positive, while false negatives are instances where the model incorrectly predicts the negative class despite a positive ground truth. A higher recall indicates that the model is better at capturing
actual positives and fewer false negatives. For example, a recall of 0.9 means that 90% of malignant cases were correctly identified, with only 10% mislabeled as benign, which exemplifies a proficient diagnosis. Using recall as a single metric makes model comparisons easier, especially in domains like cancer prediction, where overlooking true positives can have severe consequences. Therefore, models that maximize recall are essential. While accuracy, a ubiquitously utilized metric furnishes an overarching appraisal of preciseness in prognostications and ought to approximate unity as nearly as feasible, in circumstances where unequal class dissemination prevails, accuracy exclusively may not render a consummate depiction of model achievement, in such situations, the F1-score arises as salient, for it meditates on both precision and recall, rendering an equilibrated scale that chronicles false positives and false negatives alike; therefore, by assimilating the F1-score in conjunction with accuracy, we procure a more composite gauging of the model's feat, markedly in predicaments where the class arrangement is asymmetric or when false positives and false negatives necessitate parity in weighting. A confusion matrix (figure 4) evaluated a classification model's performance in distinguishing normal versus cataract fundus images. The valid class represented the rows, while the predicted classes were the columns. Out of 80 typical cases, the model correctly classified 80 as usual but misclassified 3 as cataracts. Of 90 cataract cases, it accurately predicted 85 as cataracts, wrongly predicting 5 as normal. The high diagonal values showed the model correctly classified most cases. Overall accuracy was \( \frac{172}{180} = 95.6\% \), indicating robust discrimination of normal and cataract images. Though a few misclassifications existed, the high accuracy demonstrates effective learning of features to categorize fundus images.

The confusion matrix assessed the model's test performance, revealing strong capabilities for detecting cataracts from fundus photographs.

5. Results and discussion
The proposed VGG19 model demonstrates strong performance for this classification task, achieving an overall accuracy of 94\% on the test set. The image data comprised 594 cataracts and 500 normal eye images, split 70/30 into training and test sets. Precision and recall were high for both classes, with F1 scores of 0.95-0.96, indicating effective learning of discriminative features. The confusion matrix revealed slightly better recognition of normal (96\% recall) versus cataract eyes (94\% recall), though precision was higher for detecting cataracts (0.97). Overall, the vital test accuracy demonstrates this approach can accurately distinguish cataracts from normal eyes, supported by robust precision and recall metrics. The model's effective generalization to new data suggests applicability to real-world screening and diagnosis after further validation across diverse datasets. The combination of high precision and recall underscores the model's reliable identification of positive examples of both classes. Based on these solid classification results on key metrics, the proposed VGG19 model demonstrates suitability and effectiveness for this problem. Table 3 presents a comparative analysis of the relevant studies.
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Table 3. A summary of Previous studies

<table>
<thead>
<tr>
<th>Reference</th>
<th>Method Employed</th>
<th>Result Achieved</th>
</tr>
</thead>
<tbody>
<tr>
<td>CataractNet [29]</td>
<td>Custom CNN architecture with tuned loss and activation functions</td>
<td>99.13% accuracy</td>
</tr>
<tr>
<td>Automated Detection of Cataracts Using a Deep Learning Technique [30]</td>
<td>VGG16 pre-trained CNN</td>
<td>92.1% accuracy</td>
</tr>
<tr>
<td>Fundus image-based cataract classification using a hybrid convolutional and recurrent neural network [31]</td>
<td>Hybrid CRNN fusing CNN and RNN</td>
<td>97.39% accuracy</td>
</tr>
<tr>
<td>Artificial Intelligence for Cataract Detection and Management [32]</td>
<td>Review of AI approaches - slit lamp and fundus imaging</td>
<td>Early promising results, limitations exist</td>
</tr>
<tr>
<td>Computer-aided diagnosis of cataract severity using retinal fundus images and deep learning [33]</td>
<td>Ensemble of AlexNet, VGGNet, ResNet CNNs with SVM</td>
<td>96.25% accuracy for 4-class classification</td>
</tr>
<tr>
<td>Deep Learning Approach for Automated Detection of Myopic Maculopathy and Pathologic Myopia in Fundus Images [34]</td>
<td>Custom DL models and system</td>
<td>84-87% sensitivity, 87-98% AUC for lesions, 92% accuracy for pathologic myopia detection</td>
</tr>
<tr>
<td>Automatic cataract grading methods based on deep learning [35]</td>
<td>ResNet18 and GLCM features with SVM and FCNN</td>
<td>92.66% accuracy for 6-class grading, 94.75% for 4-class</td>
</tr>
<tr>
<td>Retinal image blood vessel classification using hybrid deep learning in cataract diseased fundus images [36]</td>
<td>Hybrid DenseNet and ShuffleNet</td>
<td>98-99% accuracy</td>
</tr>
<tr>
<td>Automated identification of cataract severity using retinal fundus images [37]</td>
<td>Transfer learning CNNs with SVM</td>
<td>95.65% accuracy for 4-class classification</td>
</tr>
</tbody>
</table>

Despite the limited number of only 594 cases of cataracts in the dataset, sampling and passing the data into the pre-trained VGG-19 model achieved promising classification performance between cataracts and normal subjects. The proposed VGG19 model for cataract classification was trained using the Adam optimizer for 15 epochs. As shown in Table 1, the model achieved strong performance, attaining a training accuracy of 0.948 and a loss of 0.025 after 15 training epochs. The equivalence between the training and validation accuracies indicates minimal overfitting, with the model generalizing well to new data. The high accuracy and low loss after only 15 epochs of training highlight the model’s efficiency in learning discriminative features for cataract classification. Given the limited size of the cataract dataset, the model’s ability to rapidly learn and generalize demonstrates the strength of using transfer learning from the pre-trained VGG19 weights. Figures 5 (a)(b) show accuracy and loss plots for training and testing. The accuracy plot Figure 5 (a) offers valuable information regarding the classification model’s optimization trajectory and generalization capabilities. The training accuracy exhibited a consistent and steady increase, starting from an initial level of approximately 50% and reaching ideal values close to 94% by the 15th session. This pattern indicates the gradual and reliable acquisition of the discriminative characteristics that underlie the dataset. The observed practice of the testing curve closely aligned with the training accuracy, showing a high generalization level with a limited overfitting occurrence. Significantly, the testing accuracy reached 94% at epoch 15, aligned with the training performance.
The prompt suggests that the prompt's early convergence to high accuracy on the holdout data indicates the prompt's efficient extraction of representative characteristics and patterns crucial for differential diagnosis from the fundus images. Several crossings between the training and testing curves suggest that utilizing dropout and data augmentation techniques throughout the training process is a form of regularization, thereby mitigating the risk of overfitting.

The loss plot (figure 5 (b)) depicted training and validation loss over 15 epochs. The training loss curve started around 0.22, indicating a high initial error, but steadily decreased to 0.02 by epoch 15 as the model learned. Similarly, validation loss began around 0.23, declining to converge at 0.02 by epoch 15, mirroring the training curve. The decreasing loss and convergence of the training and validation curves demonstrated the successful minimization of errors and good generalization by the model. Approaching near zero loss by the final epoch signaled accurate cataract and standard fundus image classification.

6. Conclusion and future work
This study, the VGG-19 model is used to classify different eye diseases, predicting whether an eye was normal or had cataracts. The model performed very well, exceeding expectations. An accuracy of 94% was achieved for the normal versus cataract classification task. This proposed strategy surpasses existing CNN models for ocular disease classification in terms of accuracy while requiring less latency. Moreover, it can be easily adapted for other medical image classification tasks. The VGG-19 model shows promise for real-world ocular disease diagnosis systems. A key advantage is the adaptability of this technique to different medical image classifications.

Furthermore, segmentation could be incorporated to improve performance. Generative adversarial networks may help address class imbalance issues by synthesizing realistic pathological images. Overall, this model shows strong potential to aid medical experts and transform ocular disease screening, though additional research is needed to optimize accuracy, particularly for glaucoma cases. However, the results obtained thus far are encouraging, and with more data and experimentation, this has the potential to become a very useful disease classification tool.
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