Machine learning methods based on mammogram images to estimate survival times for breast cancer patients
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ABSTRACT
Estimating survival times based on medical images resulting from radiological imaging of some parts of the body affected by tumors and making a predictive system for them is considered one of the very important fields at the present time. This is because radiological imaging is one of the first and most important stages of medical diagnosis. Therefore, the process of linking medical images including them within the work steps of the statistical analysis for estimating survival times is a modern and important topic. Its importance is helping doctors and medical specialists to determine the influencing factors and risk percentage associated with survival for each patient based on the medical image of the affected part.

In this paper, the medical images extracted from the mammogram device for breast cancer patients in Iraq. These images were included in the machine learning method for estimating survival of patients. Based on two methods to extract features, The first one is the Fast independent component algorithm (Fast ICA algorithm) and the second one is Nonnegative Matrix Factorization (NMF algorithm). With two machine learning algorithms, The first method is Random survival forests algorithm and the second method is support vector machine algorithm SVM (SVM).

Through the application of the supervised machine learning method on mammogram images of patients with breast cancer, it was found that the best model for estimating survival according to the mean square error (MSE) and concordance index (C-Index) criterion is the model resulting from the use of the Fast ICA algorithm with the random survival forest algorithm compared with the other three models. Accordingly, It is recommended that interested medical agencies and institutions to adopt this model.
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1. Introduction
The process of building a predictive system for patient survival based on modern artificial intelligence methods represented by the machine learning method. This is one of the topics of great and increasing importance at the present time. Due to the advantages that this method possesses that made it superior to the common statistical methods. In estimating survival times, the learning method is accurate, easy to implement, and the ability to deal with big data represented by images. The images can be medically related to patients with tumors or other medical conditions that are diagnosed through radiography, such as scanners, mammograms, etc. Also it is possible that the images used are of space and satellite images. This method has the ability to deal with related variables that are difficult to deal with in traditional statistical models used in estimating survival.

The process of building the predictive system is based on selecting the best predictive model has been used to estimate survival time. Iraqi data set is a group of breast cancer patients who were diagnosed by oncologists at
the Medical City Hospital in Baghdad. Mammogram images for all of these patients. They are numbered 100 patients included within the method of machine learning to estimate their survival.

The application of the machine learning method to estimate survival involves several stages. The first important stage is the availability of sufficient data on the subject of the study, which is represented here by mammogram images for breast cancer patients in Iraq. The second stage includes extracting important features from mammogram images for patients. Which was done based on two algorithms prepared for this purpose namely faster ICA algorithm and MNF algorithm. The third stage includes the introduction of the features extracted from the second stage into the machine learning algorithms, which are the random survival forest algorithm and the SVM algorithm.

As for the fourth and final stage, it includes the comparison criteria that are used to compare the models used in this research paper.

The topic of using the machine learning method to estimate survival started around the year 2000 when Zupan and et al. [21] presented a research paper dealt with an estimate of survival of the disease returning to prostate cancer patients. The advantages of this modern method were to overcome the normal statistical methods in dealing with the nonlinear and censored data, and dealing with such problems without the need to know the statistical distribution of the data. The research also dealt with the use of the decision-making tree algorithm, and Bayes Classifier showed much better results compared to the cox model for survival.

In 2017, Leger, et al. [15] dealt with a comparison of machine learning algorithms with downsizing algorithms for quantitative imaging data modeling to characterize tumor phenotype and predict clinical outcomes. Here 11 machine learning algorithms with 12 feature extraction algorithms to predict tumor size for affected patients squamous cell carcinoma of the head and neck, thus predicting survival.

Lee and Lim [14] presented in 2019 a research on statistical methods for analyzing survival function using genomic data. Many traditional statistical methods were used to analyze survival for controlled observations and because the genomic data is high-dimensional, more advanced methods were addressed to build a predictive survival model with high data dimensions. In addition, machine learning methods have been adapted to analyze survival in a way that suits the effects of the non-linear and complex interaction between predictive variables and to ensure an accurate prediction of the probability of survival.

In the year 2020, Spooner, et al. [20] compared a number of machine learning methods for survival analysis of high-dimensional medical data for the purpose of predicting dementia. Ten machine learning algorithms were used with eight methods to select important variables in order to overcome the difficulties associated with the analysis Survival of a patient until he entered the state of dementia. Generally, data suffer from high dimension, censored data, and the state of heterogeneity. The use of machine learning models to predict the patient's entry into the state of dementia is essential.

In the same year, Kantidakis et al. [11] presented a research paper related to the topic of predicting survival in liver transplantation based on statistical models, Cox models, and machine learning techniques. Here random survival forests and two types of neural networks were used and applied to a large sample size, and large variables affecting survival were studied. The results of machine learning techniques were compared with three different Cox models, and the results showed the superiority of neural networks over random survival forests and all Cox models according to the comparison criteria used.

In 2021, Torres et al. [17] presented a paper showing the superiority of interpretable machine learning techniques over Cox regression model for predicting survival for breast cancer patients. Torres et al. proved this adapted three methods of machine learning techniques: Random Survival Forests, The Support Vector Machines, and the Extreme Gradient Boosting [XGB].

In 2022, Huang et al. [7] dealt with research on machine learning models for predicting survival for patients with ampullary adenocarcinoma (ampulloid adenocarcinoma), as the data set for the research included 2935 patients, and the data was divided into 70% to be the training data and 30% to be Test data. Six methods of estimating survival were queried: The American Joint Committee on Cancer TNM stage, Cox Proportional Hazards regression, CoxTime, DeepSurv, XGBoost Survival Embeddings, and Random Survival Forests.
Through the use of the compatibility index, it became clear that the DeepSurv method was the best in estimating survival, as it gave the highest value to it.

In 2023, Hatano et al. [5] presented a paper dealing with machine learning methods for predicting the probability of age to spinocerebellar ataxia (SCA)3 and dentatorubral-pallidoluysian atrophy (DRPLA) by survival curve analysis. The results of two machine learning methods were compared, which are random survival forest [RSF] and Deep Surv. With six parametric methods of survival analysis, which are (Weibull, exponential, Gaussian, logistic, loglogistic, and log Gaussian). Through the use of three criteria for comparison between the methods, namely root mean squared error (RMSE), mean absolute error (MAE), and the integrated Brier score. It turned out that the machine learning methods were the best in estimating survival, especially the method Deep Surv.

2. Methods

2.1. The research dataset
Survival analysis is concerned with the analysis of survival data [18], which means the time between the beginning of the event until the occurrence of the end event represented by death or any other end event, which is subject to a set of strict conditions, including that it has a specific statistical distribution, or some cases do not reach the end event and are called censored data, or The survival times are dependent on a large number of variables, so the machine learning techniques has the ability to deal with these problems [19].

Before starting to clarify the theoretical aspect of the machine learning method, it is necessary to address the first and most important steps of this method, which is the data of the studied case.

As the data for this research paper represent the medical images extracted from the mammography device and touched by the medical mammogram device for patients with breast cancer.

The images resulting from imaging with this device include four images (anterior and lateral image of the right breast and anterior and lateral image of the left breast). With regard to the subject of the research, we have dealt with only two images, the front and the side, of the breast affected by tumors.

A group of 100 patients diagnosed with this disease was monitored in the Teaching Oncology Hospital in the Medical City, Baghdad, during a period of one year and eight months. During this period, 12 patients died, while 88 remained within the control condition.

Note that the resulting images are gray scale images, which are a type of digital image whose elements take on gray gradations [2].

2.2 Feature extraction algorithms (extract important features)
Many real data at the moment have many problems. Among them is the problem of big data, which must have methods to deal with these, including methods of extracting features. Here, some of these methods have been used [1].

2.2.1. The fast independent component analysis algorithm (Fast ICA)
The Fast independent component analysis algorithm (Fast ICA) is known as one of the most important and used ICA algorithms, It is first presented by Hyvärinen in 2000. Before starting to explain it must be explained and clarified the ICA algorithm or what is called the algorithm of the analysis of independent component, which is one of the statistical methods and its idea depends on making the variables involved in the study studied independent of each other, i.e. converting a complex group and as large of correlated data to partial statistically independent component, ICA has multiple and wide applications in several fields and particular in digital signal processing, extracting important features, analysis of financial time series, digital image processing and other applications [3].

The model of the ICA algorithm can be expressed as follows:

\[ X = AS + n \]  \hspace{1cm} (1)

Where:
X : Represent a vector of observation.
A : That represents the mixing matrix.
S: Independent component vector.
n: Random errors vector.
The ICA algorithm includes many algorithms to achieve this goal and the Fast ICA algorithm is one of the most common and used algorithms for the estimation of independent component, as the idea of this algorithm depends on measure of the non-Gaussian, which is a measure or standard for independence, this algorithm is characterized by speed the high implementation of the typical function is a high stability [8]. Therefore, the steps of making a fast ICA algorithm can be explained as follows:

Step1: Enter the matrix of the image X, which has the dimension N×M.

Step2: Starting with the steps of pre-processing the input matrix X, which is the centering. It is done by subtracting the average of each row of the matrix X from each value of this row according to the following formula

\[ X_{ij} = X_{ij} - \frac{1}{M} \sum_{j} X_{ij} \]  

Where \( i = 1,2,...,N \) and \( j = 1,2,...,M \)

Through this step, the expected value to each row will be equal to zero.

Step3: Whitening the data which is made each vector of the centering matrix are uncorrelated and have variance equal to 1. The whitening process takes place in several ways; One of them is including Eigen values decomposition on the variance and covariance matrix into the central data matrix, which is done according to the following formula:

\[ \tilde{X} = ED^{-1/2} E^TX \]  

Where:

\( \tilde{X} \): Whitening matrix.

E: Orthogonal matrix of the Eigen vectors of E(XX\(^T\)).

D: Diagonal matrix of the Eigen values of E(XX\(^T\)).

Step4: Determine the value of C, which represents the number of independent components required, and in the event that it is one component, one weight vector is determined, as will be explained in the next step, and if it is more than one component, more than one weight vector is determined.

Step5: Randomly determine the weight vector W that maximizes the non-Gaussian scale to the projection W\(^T\)X, Which is updated according to the following formula

\[ W^+ = W - \left[ \frac{E\{Xg(W^TX)\} - \beta W}{E\{g(W^TX)\} - \beta} \right] \]  

Where:

\( \beta = E\{W^TXg(W^TX)\} \)

Step6: After determining the allowable convergence value, let it be \( \varepsilon \). Then make the normalization to the weight vector as follow

\[ |W_{K+1} - W_K| < \varepsilon \]

If the algorithm achieves a value less than or equal to the amount of convergence \( \varepsilon \), the last weights vector is adopted, otherwise we return to step 5.

Step7: Repeat the above steps C times, which represents the number of independent components required. It is usually less than the number of rows in the original matrix as follow\( C \leq N \).

2.2.2. Nonnegative matrix factorization (NMF) algorithm

The NMF algorithm is considered one of the important and useful algorithms in multivariate statistical analysis because it is used to reduce high dimensions and extract important features\[13\]. It was used for the first time by (Seung & Lee) in 1999. The basis for the work of this algorithm begins with the availability of data represented by non-negative matrices, as usually most of the real cases, including images, have the original matrix as a non-
negative matrix [20] and if the matrix includes negative values, there are many methods through which the matrix is transformed negative to a non-negative matrix.

The working steps of this algorithm can be explained according to the following steps[12]:

Step1: Provide the non-negative matrix for the studied case, let it be the V matrix with dimension m×n for the raw medical images after converting them into a digital matrix.

Step2: The existence of a constant called r so that it is less than the number of rows and less than the number of columns in the original matrix V, or that

\[(n + m)r <nm\]  \hspace{1cm} (5)

Step3: Using the matrix V, a non-negative matrix W of dimension m×r is found, which represents the non-negative matrix H of dimension r×n so that

\[V \approx WH\] \hspace{1cm} (6)

Therefore, the dimensions of the factor matrices are much less than the dimensions of the original matrix, and this is the basis of the principle of the MNF algorithm.

Step4: To solve the convergence problem in the previous step, cost functions should be used, which aim to determine the quality of convergence, which is usually calculated according to some measures of the distance between the non-negative matrices of the original data V and the matrix resulting from multiplying the two non-negative matrices W and H. Among these measures:

1- The square of the Euclidean distance, which is expressed by the following formula

\[\|V - WH\|^2\] \hspace{1cm} (7)

2- The measure of convergence, which can be called the Kullback-Leibler convergence, whose formula is given below

\[D(V \| WH)\] \hspace{1cm} (8)

In order to calculate the square of the Euclidean distance shown in formula 9, it is possible to use the method proven by Seung & Lee, as it used the rules of multiplicative updating to find W and H according to the iterative formulas below:

\[H_{n+1}[i,j] \leftarrow H_n[i,j] \frac{(W^n)^T V[i,j]}{(W^n)^T W^n H^n[i,j]}\] \hspace{1cm} (9)

\[W_{n+1}[i,j] \leftarrow W_n[i,j] \frac{V(H^n+1)^T[i,j]}{(W^n H^{n+1} (H^{n+1})^T)[i,j]}\] \hspace{1cm} (10)

n and n+1 in the above two formulas refer to the previous and subsequent recurrence index and that this repetition stops when we reach the stable state to W and H.

2.3. The machine learning algorithms used to estimate the survival

2.3.1. Random survival forests algorithm (RSF)

It is one of the machine learning algorithms that are used for classification and regression. It is considered an expansion of the principle of survival trees. Instead of making a single survival tree according to the steps that were presented in the regression tree in the previous paragraph, several trees will be made, as the idea of random forests depends on finding more than one sample for the entered data group by using the Bootstrapping sampling and then making the steps of the regression tree for each group, and therefore the predictive value will be the computational mean of the predictive values resulting from each tree, the goal of this step is to refuse the random state and reduce the variance without increasing the bias in the data group and thus increasing Accuracy to predict survival times [9].

The steps of this algorithm can be displayed as follows:

Step1: Enter the data set for the study of survival times.
Step2: Use Bootstrap sampling to draw samples with a number of B from the collection of data entered according to the above step, as each drawn sample includes n observations, noting that the samples are withdrawn with the return randomly.

Step3: Making the regression tree for each sample that was found by using a bootstrap sampling according to the steps of the regression tree shown in the previous paragraph, and since each tree will give prediction to the survival time, therefore we will get B from predictions.

Step4: Calculation The mean of the predictions obtained according to the third step to be the predictive value of the new singular or new observation.

2.3.2. Support vector regression (SVR)
It is considered one of the common and frequently used supervised machine learning algorithms. It is used to solve classification problems. It is called the automatic support vector and is denoted by the symbol SVM, which was presented for the first time by Vapnik in 1995, and then he modified this algorithm in 1998 to be used for prediction and to be parallel with regression models, so it is called the regression vector [4]. Automatic and symbolized by the symbol SVR, the basic idea of the automatic support regression depends on finding a function that has the most deviation by a certain amount and let it be ε from the real and realistic goal Y for all training data and since the subject of research is related to predicting survival, so we will resort to clarifying the work of the automatic regression vector method To predict survival in the form of algorithmic steps, as shown below [6]:

Step1: Enter the data related to the subject of the study, which here represents the medical images after converting them into a digital matrix and extracting the important features from them, and then entering the output variable, which survival times. Thus, the data will be pairs to the X variable (XЄ R^d) and the Y variable that represents the survival times.

Step2: converting data from the original two-dimensional space to another three-dimensional space for the purpose of getting rid of the problem that the data is non-linear, as most of the real applied data is not linear, and to solve this problem, resorting to the use of kernel functions to convert data to three-dimensional space Dimensions, and there are many kernel functions that can be used for this purpose, such as the linear, Gaussian, or polynomial function, noting that this step takes place in the case of classification or regression, and thus a linear model is built within the feature space.

Step3: Finding the so-called hyper level, whose aim in the case of classification is to separate the two sets of data, and in the case of regression, it is the line that is used to predict continuous results. Therefore, the linear model is given according to the following formula

\[ f(x, w) = \sum_{i=1}^{m} w_i \emptyset_i(x) + b \]  

(11)

Where b is the bias and W are the coefficients of the function f

\( \emptyset_i(x) \): It represents a set of nonlinear transformations (one of the kernel functions) that transforms the original space into a three-dimensional space.

Step4: finding the decision limits, the aim of which in the case of classification is to place the values of the first group within one side and the values of the other group within another side. This is the same goal in the case of regression, and its mathematical formulas are given as follows:

\[ \sum_{i=1}^{m} w_i \emptyset_i(x) + b = +a \]  

(12)

\[ \sum_{i=1}^{m} w_i \emptyset_i(x) + b = -a \]  

(13)

Step5: The values of the training data will be distributed according to the hyper level line and the two decision boundary lines. Therefore, the values that will be closer to the hyper level and between the two decision
boundary lines are the best, which will give us the best model for estimating survival. Therefore, the estimated value to the new value \( Y^* \) can be found by applying the neighbor algorithm the closest.

![Diagram of decision boundary](image)

Figure 1. Explain how the SVR algorithm works

3. Results and discussion
3.1. Stages of estimating survival time using machine learning algorithms

Survival estimation using machine learning methods includes many stages that can be explained as below. The first stage is preparation of data on the subject of the research. This stage includes many steps:

1- Since the machine learning method used in this research paper is supervised learning, therefore, the required final output must be available from the predicted model, and the final output here represents the survival times for 100 breast cancer patients whose survival times were monitored and were as in the table below.

Table 1. The table shows the observed survival times (in months) for 100 patients over 18 months

<table>
<thead>
<tr>
<th>Survival time</th>
<th>Survival time</th>
<th>Survival time</th>
<th>Survival time</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4</td>
<td>26</td>
<td>7</td>
</tr>
<tr>
<td>2</td>
<td>9</td>
<td>27</td>
<td>5</td>
</tr>
<tr>
<td>3</td>
<td>6</td>
<td>28</td>
<td>4</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>29</td>
<td>8</td>
</tr>
<tr>
<td>5</td>
<td>4</td>
<td>30</td>
<td>3</td>
</tr>
<tr>
<td>6</td>
<td>5</td>
<td>31</td>
<td>4</td>
</tr>
<tr>
<td>7</td>
<td>5</td>
<td>32</td>
<td>3</td>
</tr>
<tr>
<td>8</td>
<td>5</td>
<td>33</td>
<td>2</td>
</tr>
<tr>
<td>9</td>
<td>5</td>
<td>34</td>
<td>3</td>
</tr>
<tr>
<td>10</td>
<td>8</td>
<td>35</td>
<td>7</td>
</tr>
<tr>
<td>11</td>
<td>4</td>
<td>36</td>
<td>3</td>
</tr>
<tr>
<td>12</td>
<td>4</td>
<td>37</td>
<td>4</td>
</tr>
<tr>
<td>13</td>
<td>6</td>
<td>38</td>
<td>10</td>
</tr>
<tr>
<td>14</td>
<td>4</td>
<td>39</td>
<td>3</td>
</tr>
<tr>
<td>15</td>
<td>4</td>
<td>40</td>
<td>11</td>
</tr>
<tr>
<td>16</td>
<td>6</td>
<td>41</td>
<td>4</td>
</tr>
<tr>
<td>17</td>
<td>5</td>
<td>42</td>
<td>10</td>
</tr>
<tr>
<td>18</td>
<td>1</td>
<td>43</td>
<td>5</td>
</tr>
<tr>
<td>19</td>
<td>6</td>
<td>44</td>
<td>6</td>
</tr>
<tr>
<td>20</td>
<td>5</td>
<td>45</td>
<td>10</td>
</tr>
<tr>
<td>21</td>
<td>3</td>
<td>46</td>
<td>8</td>
</tr>
<tr>
<td>22</td>
<td>8</td>
<td>47</td>
<td>3</td>
</tr>
<tr>
<td>23</td>
<td>2</td>
<td>48</td>
<td>6</td>
</tr>
<tr>
<td>24</td>
<td>4</td>
<td>49</td>
<td>4</td>
</tr>
<tr>
<td>25</td>
<td>2</td>
<td>50</td>
<td>1</td>
</tr>
</tbody>
</table>
2- Read the file for the images or the so-called Path, any place to store the mammogram images in the JPG in the computer, which is being found by using the code called TNCER Flow, which is located within the Python program code, knowing that the images extracted for each patient have breast cancer are as in the form below.

![Images of breast cancer patient](image1.jpg)  ![Images of breast cancer patient](image2.jpg)

(a) (b)

Figure 2. The raw image of a breast cancer patient, as the image (a) represents the front image of the affected breast and the image (b) represents the side image of the affected breast.

3- Make a step to change the image size (Resize) for each image to be 1024 x 1024 for all algorithms within the work steps and the purpose of this step is to remove all the signs in the image and the unnecessary that are represented in the image above the writing at the bottom of the image.

4- Change the size of the image (RIZE) again for the necessary dimensions for each algorithm, as each algorithm of the features extraction (variables extraction) method works on the size of a different image from the other, and therefore this step is a kind of pre preparation for each image before inserting them into the algorithms to reduce dimensions or choose features.

5- Performing data Agmantation for each image, which means rotating the image at an angle of 90, 180, 270, so that for each image we have four images, and therefore each patient will have 8 images (because we dealt with two images for each patient, a front image and a side image of the tumour-infected breast).

6- Performing the Falttn for the image, which is means converting the image from a matrix to a vector consisting of n values, that is because of the algorithms for dimensions reduction or features extraction deal with data in the form of a vector, not a matrix.

7- Reshaping the two images (Reshape), the aim of which is to combine the values of the first vector resulting from the above step for the first image with the values of the second vector resulting from the above step for the second image, as the resulting vector has a dimension of 1×280 for each patient, but when it is approved for all patients It will be 280x70 in dimension.

The second stage/ (Feature extraction algorithms) extracting the important features from the image of the first stage, introducing vectors and matrices resulting from the above step into the dimension reduction algorithms (features extraction), as three algorithms were relied upon to extract features, namely:
- Fast ICA Algorithm
- NMF Algorithm

The third stage is Machine Learning algorithms. After extracting the important features according to the algorithms of the second step, these features are entered within the following machine learning algorithms
- Random forests Algorithm
- SVM Algorithm

Stage forth stage/ (comparison criteria for the models)
In this stage, a comparison is made between the combinations of feature extraction algorithms and machine learning algorithms to determine the best model in estimating survival according to two criteria.
- MSE
- C-Index
The results are shown according to the table below:

Table 2. Results of applying machine learning algorithms to real data about survival times based on MSE, C-Index

<table>
<thead>
<tr>
<th></th>
<th>MSE</th>
<th></th>
<th>C-Index</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Fast ICA</td>
<td>NMF</td>
<td>Fast ICA</td>
<td>NMF</td>
</tr>
<tr>
<td>Random forests</td>
<td>0.006375</td>
<td>0.02021</td>
<td>0.85506</td>
<td>0.70137</td>
</tr>
<tr>
<td>SVM</td>
<td>0.011192</td>
<td>0.02862</td>
<td>0.78187</td>
<td>0.65991</td>
</tr>
</tbody>
</table>

Table 3. Results of applying machine learning algorithms to data using Kaplan-Meier survival method based on MSE, C-Index

<table>
<thead>
<tr>
<th></th>
<th>MSE</th>
<th></th>
<th>C-Index</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Fast ICA</td>
<td>NMF</td>
<td>Fast ICA</td>
<td>NMF</td>
</tr>
<tr>
<td>Random forests</td>
<td>0.0236</td>
<td>0.07707</td>
<td>0.8928</td>
<td>0.7255</td>
</tr>
<tr>
<td>SVM</td>
<td>0.05694</td>
<td>0.10018</td>
<td>0.78187</td>
<td>0.6499</td>
</tr>
</tbody>
</table>

Figure 3. Fast ICA algorithm with random forests and SVM algorithms

Figure 4. NMF algorithm with random forests and SVM algorithms
4. Conclusion
After completing the stages of estimating survival times and building a predictive system for them using machine learning methods based on real Iraqi data on mammogram images for breast cancer patients in Baghdad, it was shown through the results of Table 2 that the best model for estimating survival times is the model resulting from using the Fast ICA method with Random Forests algorithm because it gave the lowest value to the MSE criterion and the highest value to the C-index criterion compared to other models. As for estimating the survival probability of Kaplan-Meier, the best model for its estimation was the same as the previous model according to the two comparison criteria and as shown in Table 3 and Figures 3 and 4. Thus, we recommend adopting the model resulting from the application of the Fast ICA algorithm to extract features with the machine learning algorithm Random Forests to estimate survival based on medical images by doctors and medical professionals. Thus, to increase the accuracy of the estimation results, it is possible to adopt the same algorithms that were used in this research paper, but with larger sample sizes, as it is known that the greater the sample size, the greater the accuracy of prediction and estimation. Future studies can also adopt the same algorithms, but for other types of diseases.
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