Enhancing smart home energy efficiency through accurate load prediction using deep convolutional neural networks
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ABSTRACT

The method of predicting the electricity load of a home using deep learning techniques is called intelligent home load prediction based on deep convolutional neural networks. This method uses convolutional neural networks to analyze data from various sources such as weather, time of day, and other factors to accurately predict the electricity load of a home. The purpose of this method is to help optimize energy usage and reduce energy costs. The article proposes a deep learning-based approach for nonpermanent residential electrical energy load forecasting that employs temporal convolutional networks (TCN) to model historic load collection with timeseries traits and to study notably dynamic patterns of variants amongst attribute parameters of electrical energy consumption. The method considers the timeseries homes of the information and offers parallelization of large-scale facts processing with magnificent operational efficiency, considering the timeseries aspects of the information and the problematic inherent correlations between variables. The exams have been done using the UCI public dataset, and the experimental findings validate the method’s efficacy, which has clear, sensible implications for setting up intelligent strength grid dispatching.
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1. Introduction

With the massive popularity of smart meters, more and more residential data are collected, allowing the possibility to forecast the short-term household load. This makes it possible to forecast short-term household loads. Unlike previous energy consumption forecasts for large groups of people, the household-based load is more volatile, and the impact of the environment, holidays, and electricity consumption habits is more obvious. Therefore, this makes it more worthy of academic research. At the same time, with many new concepts being implemented in the energy sector, such as smart grid, renewable energy, etc. The trading strategies between energy consumers and producers are quietly changing. Evaluating and forecasting electricity demand and technology tendencies are critical for environment-friendly energy dispatch. Comparing and forecasting strength demand and era traits are fundamental for environment-friendly strength distribution. Load forecasting is a complicated multivariate and multidimensional estimation hassle in which forecasting strategies such as curves becoming the use of numerical techniques cannot grant correct consequences.
due to their lack of ability to precisely tune reputedly random trends, which is the place deep mastering algorithms excel, as described in [1]. The utility of the information generated through these structures must be examined and demonstrated, regardless of the fast growth of such deep mastering applications. As described in [2], the quantity of information generated via a single sensor machine mounted in a domestic or a wearable gadget worn via a character can crush the system and, in most cases, should be offloaded to a records processing utility from which the person can get admission to the records and join it to more excellent significant uses. Given the price at which these devices are interwoven into our day-to-day lives, dumping such a great deal of statistics into the cloud creates massive data. As stated in [3], these records ought to be exchanged, processed, and saved in actual time, and acquiring it in its uncooked layout is regularly ineffective in contrast to the information it may also create (e.g., way of life and meals data as latitude and longitude coordinates in contrast to simple steps). Thus, the necessity for a complete answer to control the created records remains difficult for educational and enterprise-wide investigation. Similarly, many interfaces for transmitting and exhibiting this information structure are already in use, with no interface primary the way towards well-known standards. The extensive range of conversation channels, protocols, statistics representation, and change codecs is critical to the deep studying location [4]. As noted in [5], IoT units hire a variety of applied sciences and protocols to transmit gathered statistics to cloud offerings for local-only or local-to-cloud connectivity. Depending on the desires of the software use case, every protocol provides excellent competencies in phrases of throughput, verbal exchange range, and energy consumption. Deep learning methods, due to their powerful feature extraction capabilities are gradually being widely used for behavioral prediction of energy consumption. Deep learning models essentially belong to a kind of neural network, which, as an important molecule of machine learning, can be understood figuratively as a neural network with multiple hidden layers [6,7]. Deep learning models use big data to automatically acquire the intrinsic features of the data, which can better represent the intrinsic information within the data while avoiding the uncertainty and complexity associated with human intervention and can using directly use raw data as input to using for learn data as features layer by the layer via multi-layer models. The Long short-term memory network LSTM [8-9], deep trust network DBN [10], and deep convolutional neural network RNN [11] are among the extant research achievements. These approaches have been routinely utilized for short-term home power usage forecasting. Due to the time sequence in the forecasting process, these methods must wait until the due to the time sequence in all the prediction process, these methods must wait until the current prediction results are calculated before the next point in time can be predicted. These methods cannot achieve large-scale parallel computing because of the time sequence in the forecasting process. The TCN network presented in this paper is thus based on the CNN network. Based on the CNN network, the TCN network offers massively parallel processing. The TCN network is based on CNN network and supports large-scale parallel processing, so it has advantages in operation efficiency and accuracy [12].

2. Issues and Progress
To supply such a complete solution, it is quintessential to be capable of mixing all this clever home-generated information into a single database. Through clever domestic load monitoring, we need to be capable of analyzing, examining, and trading them using frequent capacity and accumulating frequent expertise from them. This is the essential stage in combining statistics from a fragmented ecosystem, and it can also dramatically decrease the quantity of effort required to create next-generation apps and services. In this sense, this work investigates plausible options for the difficulties mentioned above in surroundings wealthy in deep learning. To ensure flexibility, it is important to carefully analyze how the energy load varies throughout the day in homes. This is made possible by technologies like controllable loads, microgenerators, and distributed energy resources [13]. An aggregator can be used for this. Between the home and the outside world, smart meters act as a link. Ours learn about focuses on the following subject matters associated with power storage administration in neighborhood settings: how residents and cooperatives manipulate mills and batteries, how neighborhood storage structures can save any more energy, and how aggregators may additionally assist. Demand and provide are balanced thru signaling and scheduling demand response [14]. We concentrate our efforts on the following search issues:

Load forecasting is a method used by electric-powered utilities to assume the desired quantity of electrical energy or strength to maintain stability between the grant and load demand. This is required for the friendly operation of the electrical sector. The electricity load forecasting environment is expressed in a way that successfully manages the complex interactions in a setting that is relatively populated, as well as its metadata and semantics. With the help of a modular lookup that effectively collects and analyzes CNN circulation statistics based on deep learning in real-time with little processing time and latency, the learning can be scaled
up to deal with more significant information types and units with little effort. Forecasts include historical data on load patterns, weather, temperature, wind speed, information about the current season, financial events, and geographic information. By forecasting load, utilities can make important decisions, such as acquiring and producing equipment, transferring loads, and constructing infrastructure. For intelligent homes, load data is measured and analyzed using DCNN technology. The usefulness of processed records to the surrender consumer is typically constrained. The real value is in the inferences that can be made from it regarding load forecasting.

The incorporation of deep mastering necessitates more excellent modeling of load that considers the conduct of person gadgets [15]. The evaluation of residential strength utilization in the United States printed that air cooling, water heating, and house heating account for 66% of power consumption [16]. To simulate the distribution of residential loads, top-down, bottom-up, or hybrid methodologies could be utilized. Top-down fashions regard the complete domestic load as a single massive strength pool, except for taking into special account families. The hybrid model combines the two, but the bottom-up technique considers records from every person's device. Because it completely analyzes previous records and excludes viable adjustments in load, the top-down method has been proven sufficient for calculating supply-side demand. Aggregated data from industrial, commercial, and residential meters are gathered for load modeling. Smart grids can be improved by considering customer responses and grid reliability, which allows for more effective decisions by suppliers and end users. Demand-side management can help users effectively utilize and save electricity [17,18]. As the 12 months of 2030 procedures swiftly, it is more critical than ever to tackle the skills that allow everyone to make knowledgeable and conscientious decisions, as cited in [19]. The utilization of electrical energy is studied at numerous stages of specificity. For extra detailed research, the software program starts off evolved through inspecting the generic facts and then progresses to extra detailed evaluation through segmenting and grouping the data. Using absolute strength consumption devices [kWh] and proportional hourly power consumption represented as a share (%), electricity consumption is proven using two values. When inspecting every purchaser individually, the most vital price is the absolute unit in kWh. However, to fairly evaluate the profiles of extraordinary consumers, it is imperative to create a frequent trendy framework to examine the form of the curves; this can be achieved by calculating the share of strength fed per hour. Another necessary factor is that we cannot manipulate what we cannot measure, including load predictions. To achieve a fuller picture of our daily strength usage, etc., it is required to reveal the impact of our existing conduct or the impact of feasible conduct modifications.

Moreover, environmental schooling is fundamental to cultural heritage in the context of considerable scientific worries [20]. As mentioned in [21], we accept as accurate that environmental training is one of the most acceptable potentials of influencing human conduct towards a different ecologically sustainable paradigm. Combining environmental training with game-based studying will consequently allow college students to expect a management position in the academic procedure by posing questions, inspecting feasible solutions, and growing perfect fashions using alternate explanations. Deep convolutional neural networks (CNNs) are created to analyze information on the usage of established grid architecture. The time "convolutional neural network" denotes that the community employs a unique linear procedure acknowledged as convolution. Traditional neural community layers signify the interaction between entering and output gadgets using matrix multiplication. This suggests that every output unit interacts with each enter unit. However, interactions in convolutional networks are generally sparse. Several research [22] reveal clever domestic sensor data, which can be received from proprietary facts codecs or protocols and displayed for research. Regarding visualization, it covers the most normal comments graph methods for eco-aware work over the previous decade from ICT and psychological perspectives, highlighting their reserves and drawbacks. It accomplishes this by dividing the statistics into two organizations that facilitate estimating facts elements. A calculated or inconsistent feature could expose the location with the most considerable division diploma. This is utilized in the records mining guidelines to gain categorization with a difficult custom-made accomplice degree. Unlike the computation of various strategies, deep mastering is visible. Reference [23] illustrates a frequent engineering-centric approach that employs many skeuomorphic metaphors to facilitate the development of clever domestic comments on smartphones. While such structures supply robust equipment and front-ends for end-users and developers, we agree that they should additionally be built-in with various techniques to allow a range of interplay alternatives with this research. Reference [24] illustrates a large-scale deployment of intelligent metering using DCNN (electricity and water) and different visualization equipment to aid the lookup and interact with end-users. Their findings aid the thinking that several visualization and remarks techniques are positive for accomplishing these objectives. We carried out the consumer interface with a similar mentality and will proceed to refine our methodology in future iterations of the research.
3. Algorithm design and analysis
3.1 Electricity Load Forecasting Framework

The overall design framework for this paper, which uses the TCN model and UCI dataset to forecast residential electricity load, is depicted in Figure 1. Firstly, the original dataset is pre-processed by removing the null values. Then a sliding window is used to select the TCN network as the main body to establish the prediction model between the electricity loads. The TCN grid is chosen as the essential physique for the electric-powered load forecasting model using a sliding window. A temporal convolutional community and the TCN community are utilized to create the prediction mannequin between the energy load and its attribute parameters. Obtaining a longer sensory field during the prediction process can significantly increase the accuracy of the prediction.

Figure 1. Overall framework of TCN electricity load forecasting method

3.2 The basic principle of the DNN

A particular kind of neural network model called a Deep Neural Network (DNN) has many layers and a specific depth. It is frequently employed in nonlinear modeling systems, where the input signal is routed through layers of hidden layers, weights, thresholds, and activation functions to produce the output value. If the output does not meet the target value, then back-propagation is used to adjust each layer's network weights and thresholds so that the output approximates the expected value. The diagram in Figure 1 illustrates the overall structure of a DNN, with \( W = \{ w_1, w_2, ..., w_m \} \) as the input sequence and \( Y = \{ y_1, y_2, ..., y_n \} \) as the output sequence. The weights and thresholds between the nodes of each layer are changed during training to fit the new data. In the testing stage, future events are predicted. Following is a summary of the training procedures for a DNN.

Step 1: Using the training input and output data, determine the number of hidden layers \( L \) and the number of the network nodes \( p(1 = 1, 2, ..., L) \) for each layer of the network model. Randomly initialize the weights \( W_l \) and offset vectors \( b_l (l=2,3,...,L) \), learning rate \( \eta \), iteration threshold \( \epsilon \), and neuron activation function \( f(\cdot) \) between each hidden layer and output layer.

Step 2: Calculate the values of the hidden layers \( H_l \) and the output layer.

\[
H_l = f(z_l) = f\left(W_l Y_{l-1} + b_l\right), \quad l = 2, 3, ..., L
\]

(1)

In equation (1), \( f(\cdot) \) is the activation function of the hidden and output layers. Commonly used activation functions are ReLU and tanh, which are expressed in equations (2) to (3).

\[
f(x) = \max (0, x)
\]

(2)
\[ f(x) = \frac{(e^x - e^{-x})}{(e^x + e^{-x})} \]  

(3)

Step 3: determine the gradient \( \delta_l \) of the output layer in accordance with the loss function, we must first compute the loss function and its corresponding gradient. The loss function is given by equation (4), and its gradient is given by equation (5). We can then use these equations to calculate \( \delta_L \), which is the partial derivative of the loss function with respect to the output layer. This will give us an indication of how much each output neuron contributes to the overall loss. By using this information, we can adjust our model’s weights and biases to minimize our overall loss.

\[ J(W, b, X, Y) = \frac{1}{2} \left| H_L - Y \right|^2 \]  

(4)

\[ \delta_L = J(W, b, X, Y) \otimes f'(z_L) \]  

(5)

Step 4: Calculate the gradient of each hidden layer \( \delta_l \).

\[ \delta_l = (W_{l+1})^T \delta_{l+1} \otimes f'(z_l), l \]  

(6)

Step 5: To optimize the performance of the neural network, it is necessary to adjust the weight matrix \( W_l \) and offset vector \( b_l \) of each hidden layer and output layer. This change must be made based on the community output and the supposed value. Adjust the weights and offsets to reduce discrepancies between the authentic and anticipated output. This is feasible using optimization strategies such as gradient descent or returned propagation. By adjusting the weights and offsets, we can ensure that our neural network can accurately predict outputs based on given inputs.

\[ W_l = W_l - \eta \delta_{l}^{T} (H_{l-1}) \]  

(7)

\[ b_l = b_l - \eta \delta_l, l = 2, 3, \ldots, L \]  

(8)

Step 6: Based on the error threshold \( \varepsilon \) or the upper limit of the number of iterations, we can determine whether the training process is finished. If it is not finished, then we must continue to Step 2 and adjust the parameters accordingly. We can also adjust the learning rate and other hyperparameters to further optimize our model. Once we have reached our desired error threshold or iteration limit, then we can conclude that our training process is complete.

3.3 Time convolution network

Traditional computing device mastering fashions want a preprocessing segment to extract the main traits of the entered data; this is regularly achieved through the guide constructing of such modules. Modern deep gaining knowledge of algorithms [25] can mix function getting to know and mannequin introduction into a single...
A mannequin to fulfill this want as shown in Figure 3. This approach transforms the uncooked entry into an extra summary illustration so that future mannequin layers can find the underlying structure. Figure 3 shows a comparison between traditional machine learning models and modern deep learning architecture. In (a), traditional machine learning models are depicted, which rely on handcrafted features and require a lot of domain knowledge to design. These models include decision trees, support vector machines, and logistic regression. On the other hand, (b) shows modern deep learning architecture, which uses neural networks to automatically learn features from raw data. This approach has shown remarkable success in various applications such as image recognition, speech recognition, and natural language processing. Deep learning architectures include convolutional neural networks, recurrent neural networks, and transformers. Overall, deep learning has revolutionized the field of artificial intelligence by enabling machines to learn from large amounts of data without human intervention in feature engineering.

![Figure 3.](image)

Figure 3. (a) Comparison between traditional machine learning models. (b) Modern Deep Learning Architecture

The figure above contrasts traditional computer studying models, who want human function extraction, and more modern deep getting-to-know structures, which automate all elements and coaching tactics to gain knowledge of shape. In the end-to-end, gaining knowledge of the framework permits the automation of all facets and education techniques [26]. An environmentally pleasant answer to fixing the energy demand time sequence forecasting difficulty with many enter variables, complex nonlinear connections, and lacking facts is recommended in this study. This approach is based on the findings and results from previous studies, such as the use of dead night mild photos and deep neural networks in Poland to simulate electricity utilization in electricity prediction [27], as well as Deep Energy – a recommended structure in [28] for predicting energy consumption using CNNs. Deep Energy consists of two main operations: feature extraction and prediction. Feature extraction is achieved through three convolutional layers and three polarization layers, while the linked shape handles the prediction phase. Integration and interoperability to get the quintessential effects in unified digital surroundings [29] are generally hindered by the fragmentation of the power burden in deep learning. For instance, structures for records evaluation ought to receive records streams from several sources, as mentioned above. Combining numerous hardware and applied sciences makes it extra challenging for gadgets and structures to "communicate" and "understand" one another. As cited in [30], there are extra community safety and privacy concerns, now not simply for verbal wireless exchange but additionally for managing and strolling linked assets. From a consumer's standpoint or customer's standpoint, familiarizing and keeping various options from quite several carriers and integrating them into a single machine might also be a pricey and time-consuming endeavor. The evolution of enterprise requirements (wireless protocols) is facilitated via open supply frameworks that motivate cooperation amongst answer developers. However, international acceptability is challenging because the companions concerned have competing interests. The TCN network was first proposed by [31]. It combines 1D FCN (one-dimensional fully convolutional network) and extended causal convolutions to enable the use of larger-scale historical data for electricity load forecasting. To obtain a larger sensory field while maintaining the stability of the network, the TCN network uses extended causal convolution instead of the normal causal convolution [32-37]. It also uses a residual module instead of a normal convolution layer. For a 1 - D input sequence $x \in \mathbb{R}^n$, the convolution kernel size is $f : \theta, \cdots, k \rightarrow \mathbb{R}$, and the convolution at moment point $t$ is defined as:
The extended causal convolution is a method of expanding a signal by a factor of $d$, using a convolution kernel of size $k$. In this case, the kernel size is set to 3 ($k=3$), as shown in Figure 4. This convolutional structure allows for the signal to be expanded while preserving its causal properties.

To stop the gradient from bursting or evaporating and reduce studying complexity, a residual connection must be protected in every TCN block's output. A constitutional community is used to hyperlink the entry and output. The TCN block may be expressed as $<\text{insert expression here}>$ when adding the residual connection. This ensures that the gradients are propagated more efficiently through the network, allowing for faster and more accurate training.

$$Z_i = F(Z_{i-1}, \{W_i\}) + \text{Conv}_{1 \times 1}(Z_{i-1}) \quad (10)$$

4. Analysis of experimental results

The experimental statistics set in this paper make use of the UCI family electrical energy consumption information set to in addition validate the model's validity, consisting of date, time, energetic power, reactive power, voltage, current, kitchen electrical energy consumption, laundry electrical energy consumption, water heater electrical energy consumption, and so on. The data were collected from December 16, 2006, to December 16 2010 for a total duration of 4 years with one record collected every 1 min. The total number of records is 2075259. Figure 5 compares the predicted and actual values where the blue curve represents the actual load value, and the red curve indicates the prediction. The results show that except for a few periods, the model's predictions are accurate and reliable. There are three network layers: the input layer has 96*21 nodes, the first hidden layer has 512 nodes using the ReLU activation function, the second hidden layer has 512 nodes using the ReLU activation function, and the output layer has 96*7 nodes using the ReLU activation function.

![Figure 5. Comparison curve between forecasted and actual values of electricity load](image-url)
5. Conclusion
The findings of this study demonstrate the effectiveness of a deep learning-based electrical load forecasting framework, which consists of two parts: data preprocessing and load forecasting. The temporal convolutional neural networks used in the framework are based on the features of convolutional neural networks, and they are capable of exponential expansion. This exponential growth allows the forecasting model to create a long sequence memory, which is essential for accurately predicting home electric loads. The results show that temporal convolutional neural networks can be successfully applied to home electric demands.
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