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ABSTRACT   

Image encryption is among the most active solutions to protect confidential pictorial information. However, 

to design a strong image encryption algorithm with no recognizable pattern, the researchers in this field 

have to enrich the confusion and diffusion properties. This study proposes an efficient hybrid system that 

combines two techniques.  First, we propose a modified version of Rubik's Cube technique for scrambling 

colored image pixels to achieve fast confusion. This technique not only scrambles the position of image 

pixels but also scrambles the color channels. Then, dynamic DNA encoding algorithm is used to encrypt 

the pixel’s values. DNA encoding rules are used in conjunction with a secret key. We propose to select the 

DNA rules dynamically to enhance the security level. Five fidelity metrics are employed to assess the 

capability of this system. These are PSNR, SSIM, NPCR, Entropy, and CCA.  The results indicate that the 

proposed system enhances the general security requirements with enriched confusion and diffusion 

properties of the encrypted image. 
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1. Introduction 

Image encryption is a crucial issue in storing and exchanging different types of digital images. The main goal 

of any information security system is to protect confidential information against unauthorized access and 

attacks [1, 2]. Currently, we are generating a huge number of images. Governments and organizations have to 

deal with many sensitive and confidential images such as surveillance images, crime scene images, photos of 

suspects, military images, classified documents, medical images, etc. that should be stored, processed, and 

transmitted securely [3, 4].  

Although many methods have been proposed in the literature to protect pictorial information, image 

encryption is among the most active solutions to protect confidential pictorial information [5, 6]. In recent 

years, image encryption has gained much interest and has been studied by mathematicians, information 

technology specialists, and engineers. However, encrypting data could attract the immediate attention of a 

third party. 

The term Image Encryption can be defined as follows: “Given an arbitrary image, the goal of image 

encryption is to convert the pictorial information of the image into a certain encoded format, seemingly 

unreadable or a meaningless image, so that only authorized persons can access, process, and recognize it”.  

Although many existing studies have shown that the conventional textual encryption algorithms like RSA, 

IDEA, ElGamal, DES, etc. can be successfully used for image encryption applications [5, 7-13], numerous 

recent studies have shown that text-based encryption approaches do not efficiently encrypt images because of 

high computational cost and low level of security due to the following reasons  [2, 14, 15]: (1) the huge 

amount of data in the ordinary images. With the current technologies, an image may contain millions of 
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pixels; (2) the high redundancy of information in images; (3) the high correlation between neighboring similar 

pixels that constitute perceptually meaningful entities [4, 9].  On the other hand, encrypting digital images is 

less sensitive than encrypting textual data due to the fact that any slight change in the pixel’s intensity value 

will produce indistinguishable change in pixel appearance and it remains difficult for the human vision system 

to detect the slight change in pixel appearance due to the fact that the amount of the change is still so small 

that it does not alter the whole scene of the image.  Numerous image encryption techniques are presented in 

the literature. These techniques can be grouped into three main categories [4, 5, 16, 17]: 

1. Textual-based Techniques: These techniques are based on directly converting a 2D or 3D image into a 1D 

stream of data and this stream is encrypted using classical text encryption algorithms such as DES, RSA, 

Blowfish, etc. [5, 8-13]. 

2. Visual-based Techniques: These techniques have their basis in directly altering the image’s visual 

contents. These techniques are grouped into these categories: confusion methods, diffusion methods, and 

their combination structure. The confusion methods only shuffle (i.e., permute) the locations of the image 

pixels [5, 18-20]. Although such methods are very fast, the main drawback is that the pixel’s intensities 

remain the same. Thus, the histogram of the input image is identical to that of the corresponding encrypted 

image. This weakens such methods against statistical attacks.  

The diffusion methods are based on directly altering the pixel’s values that cause a dramatic change in the 

pictorial information of the image. To achieve better performance, both methods (i.e., confusion and 

diffusion) are combined in one system. Thus, the pixels’ positions and values are both altered. 

3. Hybrid Techniques: Hybrid systems combine two or more different cryptographic techniques to enhance 

the security level. Generally, hybrid systems imply extra computational cost. For any proposed system, a 

trade-off is inevitable between the security requirements versus speed. 

However, to design a strong image encryption algorithm with no recognizable pattern, the researchers in this 

field have to enrich the confusion and diffusion properties [21]. In recent years, image encryption using DNA 

principles has received increasing attention and constituted a new research direction [2, 14, 21]. DNA 

computing may comprise natural biological and algebraic operations to achieve a high level of diffusion [22, 

23]. However, the principle of the Rubik’s cube is employed in many studies to achieve fast confusion [24, 

25].  

This study proposes an efficient hybrid system for image encryption that combines two techniques: A 

modified Rubik’s cube and dynamic DNA algorithms. Generally, combining different methodologies in one 

integrated system where one method can compensate for the weaknesses of the other to enhance the general 

security level. 

The remaining part of this study is structured as follows: Section 2 presents the Rubik’s cube technique. 

Section 3 introduces dynamic DNA encoding algorithms, while Section 4 discusses the proposed algorithm. 

Section 5 introduces fidelity measures and Section 6 provides the experimental results. Lastly, Section 7 

presents the conclusion. 

2. Rubik’s Cube Algorithm 

Rubik's Cube is a 3D structure toy that tests one's cleverness and skills. It was devised in 1975 by Erno Rubik 

[26]. Up to 2009, it was estimated that more than 350 million pieces were distributed around the world that 

makes it one of the best-selling games [27].  

Inspired by the high similarity between the permutation of the Rubik's Cube and encryption, many of Rubik's 

Cube-based approaches have been presented in the literature for encrypting images [24, 25, 28, 29]. Although 

the Rubik's Cube is an order list with 54 fields (i.e., 6x9 values) that can be cracked within a limited time, 

applying the basic operations (such as face rotation, cube turns, and the combinations of these) makes it an 

interesting method for image pixels permutation due to the fact that colored images consist of millions of 

pixels and each one can take a random color in a set of more than 16 million colors.  

Loukhaoukha et al. offered an early image encryption technique using Rubik’s Cube technique [25]. The 

image pixels are shuffled repeatedly based on the basic operations of Rubik’s cube. Using two predefined 

keys, XOR bitwise operator is fused with the odd rows and columns.  Following this, these keys are flipped 

and XOR bitwise operator is fused with the even rows and columns. Diaconu et al.  proposed a technique 

based on a modified Rubik’s Cube together with a digital chaotic cipher [30]. The pixels are shuffled with 

Rubik’s cube principle. Then, the chaos-based cipher is used for encrypting the image pixels. Helmy et al. 
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introduced a technique on the basis of the Rubik’s cube in conjunction with RC6 algorithm for encrypting a 

group of images [24]. First, The RC6 is used to encrypt six images separately. These images are utilized to be 

the six faces on the cube. Then, Rubik’s cube algorithm is applyied for additional permutation.  

Practically, Rubik’s cube algorithm is used as an essential step to add a high degree of permutation by 

scrambling the position of the image pixels. In general, digital images are arrays of numbers. The gray-scale 

images are represented as 2D matrix while colored images, such as RGB images, are represented as 3D 

matrix. Although most of the images that we want to deal with are color images, the classical Rubik's Cube 

algorithm is used with gray-scale images [25] [28]. 

3. Dynamic DNA Encoding 

Deoxyribonucleic Acid (DNA) is defined as “a molecule that contains the genetic information of organisms” 

[23, 31]. Four biochemical molecules named:  Adenine, Cytosine, Thymine, and Guanine (i.e., A, C, T, and 

G) comprises the code that represent the genetic information. Naturally, these molecules appear in pairs where 

A and T are complementary, and G and C are also complementary. The order that they appear is called the 

DNA sequence. Because biological operations act on all of them in parallel, many studies showed that DNA 

encoding provides a promising direction for developing fast encryption schemes using basic operations such 

as the ADD, SUB, and XOR [22, 23, 32, 33]. Therefore, we can define DNA cryptography as: “the field of 

studying how to apply DNA principles as an encoder and information carrier”. 

With digital data, the 0 and 1 are complements (i.e., inverse code), 10 and 01 are complements, and finally, 11 

and 00 are also complements.  If the encoding basics (i.e., A00, C01, G10, T11) are used and we 

consider and consider A↔T and C↔G are complements, then we get eight coding rules as shown in Table 1 

[22, 23, 32, 33]. With DNA computing developments, the algebraic operations based on DNA sequence can 

be applied directly in binary. For example, Tables 2, 3, and 4 show the ADD, SUB, and XOR operations using 

rule No. 1. The foremost benefit of DNA encryption is the ability of hardware-based parallel implementation. 

Corresponding to the types of DNA rules shown in Table 1, there are eight kinds for each operation. For 

instant, there are eight types of DNA XOR. Thus, 24 types of encoding rules can be obtained; but the program 

must fulfil the complements A↔T and C↔G pairing rules. For example, suppose we have two DNA 

sequences [ATGC] and [CATG], by applying the XOR operation to these sequences using rule no. 1; the 

resultant sequence is [CTCT]. The XOR operation is reflexive and thus we can easily retrieve [ATGC] by 

fusing the resulted [CTCT] and [CATG] with XOR operation. Obviously, it is a fast cryptographic method in 

comparison with other cryptographic methods that imply complex mathematical operations. 

 

Table 1.  DNA encoding rules 

Molecules Rule No. 

 1 2 3 4 5 6 7 8 

A 00 00 01 01 10 10 11 11 

C 01 10 00 11 00 11 01 10 

G 10 01 11 00 11 00 10 01 

T 11 11 10 10 01 01 00 00 

 

 

Table 2. The ADD operation for DNA sequences based on Rule 1 

ADD A C G T 

A A C G T 

C C G T A 

G G T A C 

T T A C G 
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Table 3. The SUB operation for DNA sequences based on Rule 1 

SUB A C G T 

A A T G C 

C C A T G 

G G C A T 

T T G C A 

 

Table 4. The XOR operation for DNA sequences based on Rule 1 

XOR A C G T 

A A C G T 

C C A T G 

G G T A C 

T T G C A 

 

Generally, the DNA-based image encryption methods can comprise three main steps as follows [14]: (1) 

convert the input image into DNA sequences array based on the DNA principles; (2) encrypt the image’s 

DNA sequences using basic DNA operations in conjunction with a predefined key; (3) convert the resulting 

DNA sequences array into an encrypted image. Zhang et al. presented a DNA-based technique along with 

chaotic maps [34].  First, the pixels are shuffled using chaotic maps. Then, pixels values are encoded into 

DNA sequences array. Each sequence is converted into a random number of time(s) by a sequence of repeated 

calculations according to Chebyshev’s chaotic map. Shehab et al. described an encryption method that 

combines DNA principles and round-reduced AES cryptographic algorithm [35]. Wu et al. suggested an 

encryption scheme based on combining DNA principles and multiple 1D chaotic systems [14]. First, three 1D 

chaotic systems are used to generate the key stream. Secondly, convert the key stream and then input image 

into the DNA arrays. Thirdly, XOR bitwise operations are applied to the DNA arrays. Then, the DNA arrays 

are fragmented into blocks which are randomly permuted. Finally, XOR and ADD operations are applied to 

these DNA arrays. Enayatifar et al. presented a hybrid encryption model on the bases of DNA masking, 

logistic maps, and genetic algorithms (GA) [36].  The DNA encoding and logistic maps are used to create a 

set of DNA masks while the GA is utilized to determine the best mask for encryption. More DNA-based 

image encryption schemes are presented in [21, 23, 37-39].     

Up to date, although there has been much research devoted to image encryption techniques, there has seen 

limited research on how to evaluate these techniques. In most previous works, researchers performed tests and 

experiments using their own test images. The traditional method is done based on statistical metrics (see 

Section 5). Another frequently used approach is the subjective evaluation, in which a human visually makes a 

comparison of the encryption results for various techniques. 

4. The Proposed Algorithm 

The proposed hybrid image encryption algorithm comprises two main phases: First, a modified Rubik’s cube 

encryption is employed to shuffle the pixels (i.e., confusion). Next, a dynamic DNA algorithm is applied to 

provide an enhanced level of encryption (i.e., diffusion).  

 

4.1 The Modified Rubik’s Cube Encryption 

The Rubik’s cube encryption in this work was originally inspired by the well-known pioneering algorithm 

developed by Loukhaoukha et al. [25], but has the following valuable improvements: (1) the classical Rubik's 

Cube algorithm was originally designed to encrypt gray-scale images. The approach developed in the current 

study is used for encrypting colored images. Hence, our approach not only shuffles the position of image 

pixels but also shuffles the color channels.  This significantly improves the confusion against statistical and 

brute-force attacks; (2) the classical algorithm uses two keys for encrypting image pixels directly, while our 

approach employs two randomization keys, which are mined from the input image itself by collecting the 

most significant bit of image pixels using zigzag path. Based on these keys, the shuffling will be applied three 

rounds on face rotation, left turns, and right turns. Fig. 1 presents the shuffling outcomes of the proposed 

Rubik's Cube algorithm.  
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(a) (b) (c) (d) 

Figure 1. Applying Rubik's Cube algorithm: (a) Input image, (b) Shuffling the rows, (c) Shuffling the 

columns, and (d) Shuffling the rows and columns. 

 

 

Although the resulting image looks perfect, the confusion techniques only exchange the locations of the image 

pixels and channels while the intensities remain the same. Consequently, the dominant intensities remain 

dominant in the resulting encrypted image. For example, if the input image tends to dark, the corresponding 

encrypted image will also tend to be dark. Therefore, using confusion techniques alone is not enough even 

though they are simple and fast techniques. To enhance performance, the system should be augmented with 

other techniques. In this study, the Rubik’s cube algorithm is augmented with dynamic DNA algorithm. 

 

4.2 Dynamic DNA algorithm 

Unfortunately, many previous works used DNA encoding rules in a systematic manner. The main drawback of 

such algorithms is that they can be effortlessly hacked by attackers as they work in a systematic way.  

In this study, we propose using dynamic DNA rules which are dynamically selected according to a predefined 

key. This makes the system more secure against various attacks. For example, a pixel value can correspond to 

any of the four digital values. Every two binary bits of these values can then use a random encoding rule, 

which makes the key space larger, more difficult to decipher, and with a higher image encryption security. 

The general step-by-step algorithm at the sender’s end (i.e., encryption part) is listed as follows: 

 

The Proposed Algorithm (Encryption Part) 

Input : A true color image I of size          
Output: Encrypted image E 

 

Begin 

1. Construct randomization keys from most significant bit of I to get row_key[N] and 

column_key[M].   

2. Apply Rubik’s Cube algorithm to scramble image’s pixels; 

3. Hide the randomization keys in the resultant image to get (I1). 

4. Generate 16 random numbers as a private Key called K.                     
5. Apply DNA coding for K called KDNA.  

6. For L=1 to 3   // the three components of RGB image (Red, Green, and Blue). 

   For  i=1 to N     

   For j= 1 to M 

Select the DNA substitution rule (R) 

R= ((i * j * K [j]) modulo 8) + 1    

Convert the I1[i, j] into DNA code by      

          rule (R). 

Apply dynamic DNA operations with KDNA [j] based on (R). 

 End  //for j 

End  //for i 

              End  // for L 

7. Convert the DNA sequences into Encrypted Image E (Decoding). 

8. Output Encrypted Image E. 

End 
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At the receiver end, the receiver will use the encrypted image and the above-mentioned parameters to retrieve 

the original image. Therefore, the algorithm is its own inverse. 

 

 

5. Fidelity measures 

Fidelity measures are defined as “the type of metrics utilized to evaluate the performance of the proposed 

algorithm”. Generally, these metrics calculate the difference level between two images. The most used fidelity 

measures are:    

5.1 Peak Signal to Noise Ratio (PSNR) 

The PSNR represents the peak error.  It is calculated as follows [40-42]: 
 

             
  

   
 (1) 

 

    
 

  
                  

 

   

 

   

 (2) 

 

where   and   are the image dimensions, R  is the highest value of the pixels’ intensities. The mean square 

error (MSE) represents the cumulative squared error (i.e., pixel differences) between the two images. The 

lower PSNR implies better encryption algorithm. 

 

5.2 Number of Pixels’ Change Rate Analysis (NPCR)  

The NPCR represents the proportion of the number of pixels that are changed in comparison with the original 

input image. The  NPCR is calculated as follows [14, 43, 44]: 
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where   and   are the image dimensions. The NPCR is in range [0,100]. The higher NPCR closer to 100 

implies better encryption algorithm. 

5.3 Entropy  

Information entropy      represents the information randomness. It is calculated as follows [14]: 
 

              
 

     

    

   

 
 

(5) 

 

where       is the probability of the   . Practically,      is in range [0,8]. The higher      closer to 8, 

implies better encryption algorithm. 
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5.4 Correlation Coefficient Analysis (CCA)  

The CCA represents the amount of linear correlation between two pixels at the same indices in the two 

images.  The  CCA is calculated as follows  [2, 3, 35]: 
 

    
        

          
 (6) 

         
 

 
    

 

 

                (7) 

     
 

 
   

 

 

 (8) 

     
 

 
          

 

 

 

 (9) 

 

The CCA is in range [-1,1]. The closer the value of    to zero implies better encryption algorithm. 

 

5.5 Structural Similarity Index Measure (SSIM) 

Inclusion of a recent measure such as SSIM can provide a fair comparison along with PSNR, NPCR, Entropy, 

and CCA. The SSIM is regarded as one of the most powerful methods of assessing the visual closeness of 

images, which can be calculated as follows [45]: 
 

      SSIM(x,y)=
                          

   
     

         
     

      
               (10) 

 

where    is the mean intensity,   is the standard deviation,    and    are constants > 0 that are included to 

avoid instability when                
    

 ,   
    

  are very close to zero. The SSIM is in range [-1,1]. The 

higher SSIM close to 1, implies high visual closeness between the two images.  The lower SSIM implies 

better encryption algorithm. 

 

6  Experimental Results 

The experimental results provided in this section show the performance of the proposed technique. The 

experiments were conducted using images from two image datasets: 

 Set 1: The “USC-SIPI image database” of the University of Southern California [46]. It is maintained 

primarily to support researchers in image processing and machine vision. The database is partitioned into 

different categories. The “Miscellaneous category” contains famous images such as Lena, Mandrill, 

Peppers, etc.  

 Set 2: Our own image dataset comprises a collection from the Internet. This dataset consists of 260 images 

collected from different sources and includes various image types. 

For the qualitative evaluation, Fig. 2 shows examples of applying the proposed technique. Fig. 2(a) presents 

the input image. Fig. 2(b) provides the resulting encrypted image. As shown in this figure, the encrypted 

images imply high confusion and randomization with no recognizable pattern.  
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(a) Lena 

 
(b) Mandrill 

 
(c) Pepper 

 
(d) Cars 

 
(f) House 

(f) Encrypted Lena 
 

(g) Encrypted 

Mandrill 

 
(h) Encrypted 

Pepper 

 
(i) Encrypted Cars 

 
(j) Encrypted 

House 

Figure 2. The results of the proposed technique (original test images and the encrypted images). 

For quantitative evaluation of the system’s output, five fidelity metrics are employed to assess the capability 

of this technique (see Section 5). The PSNR, SSIM, NPCR, Entropy, and CCA of the experimental results are 

listed in Table 5, which also exhibits excellent confusion and diffusion features.    

For comparison with other works,  demonstrates the comparison of  NPCR, Entropy, and CCA for a well-

known image “Lena” with other techniques presented in [22] [34] [47] [48]. It can be noticed that the results 

of the proposed system are equivalent or superior to these techniques.  

 

Table 5. The PSNR, SSIM, NPCR, ENTROPY, and CCA of experimental results. 

 

 

 

 

 

 

 

 

 

 

 

Table 6. The comparison with other works using a well-known image of “Lena” 

Representative 

Work 
NPCR ENTROPY CCA 

Ref. [22] 99.600 7.9874 −0.0169 

Ref. [34] 99.610 7.9980 0.0032 

Ref. [47] 99.580 7.9967 0.0021 

Ref. [48] 99.650 7.9970 -0.0038 

Our System 99.765 7.9983 0.0022 

 

 

Another measure that can be employed to demonstrate the quality of the encryption process is the image 

histogram that takes into consideration the statistical analysis of the two images. Fig. 3(a) and Fig. 3(b) 

Images PSNR  SSIM NPCR Entropy

y 

CCA 

Lena 8.1360  -0.0165 99.765 7.9983 0.0022 

Mandrill 7.7846  -0.0344 99.938 7.9865 0.0027 

Peppers 8.1245  0.0181 99.881 7.9851 -0.0063 

Cars 9.9813  0.0024 99.743 7.9792 0.0034 

House 9.2432  0.0012 99.752 7.9969 -0.0041 
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present the histograms of the input and encrypted images, respectively. As shown in these figures, the 

histograms of the two images differ considerably. Furthermore, the three histograms of the encrypted image 

imply high randomness. In other words, they do not offer any indication to be used by statistical attacks. 

 

 
(a)  

 
(b)  

 
(c)  

 
(d) 

 
(e) 

 (f)  

 

(g)  

 

 
(h)  

 
(i)  

 
(j)  

Figure 3. The histograms of images: (a) Histogram of Lena, (b) Histogram of Mandrill, (c) Histogram of  

Pepper, (e) Histogram of House, (f) Histogram of encrypted Lena, (g) Histogram of encrypted Mandrill, (h) 

Histogram of encrypted Pepper, (i) Histogram of House. 

  

7. Conclusions 

Information security (IS) is an essential issue in storing and exchanging of information between different 

parties.  Nowadays, a huge number of digital images is generated every moment and the security of these 

images is becoming increasingly significant. In this study, we propose an efficient hybrid image encryption 

approach based on the basis of DNA sequence operations in conjunction with an adapted Rubik’s cube 

algorithm. In general, the use of different approaches in one integrated system, where one approach can 

compensate for the weaknesses of another will improve the general performance of the system. The main 

contribution of this approach is its robustness because retrieving the original image without knowing the 

structure of the proposed system is really difficult.  

The experimental results showed that the proposed system achieves a substantial security improvement with 

low computation cost. In general, bitwise processing enhances the performance in accordance to speed since 

the basic DNA encoding rules are based on the basic algebraic operations that offer high-speed encryption 

compared to the complex mathematical operations that other techniques use. Thus, the proposed system is 

appropriate for many practical applications.  

For further development, future works may include hardware implementation for instant image encryption 

designed for mobile devices and digital cameras to keep one’s private images more securely and free from risk 

of loss or attack. 
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