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ABSTRACT   

This research reviews into the critical interplay between big data applications and cybersecurity risks within 

the accounting sector. Aimed at understanding how big data can mitigate these risks, the study develops a 

novel theoretical model using differential equations. This model, rooted in a thorough empirical approach, 

undergoes validation through logistic regression analysis of responses from 200 participants. The analysis 

particularly focuses on how demographic and socio-economic factors influence cybersecurity perceptions. 

Data Breach Consistency emerges as a key factor, evidenced by a coefficient of 1.204 and an odds ratio of 

3.331, indicating a substantial link between the recognition of data breaches and increased cybersecurity 

concerns. Malware and Ransomware concerns demonstrate a notable impact, with a coefficient of 0.907 and 

an odds ratio of 2.477, underscoring the gravity of these threats. Results further highlight the mitigating 

influence of Big Data Mitigation on cybersecurity risks, marked by a coefficient of 0.491. The robustness of 

the model is affirmed by an Area Under the Curve (AUC) score of 0.843, attesting to its efficacy in predicting 

cybersecurity concerns. The findings highlight the vital role of big data in formulating effective cybersecurity 

strategies. This study not only contributes to the academic discourse on the intersection of big data and 

cybersecurity in accounting but also offers practical insights for enhanced decision-making and policy 

formulation in the evolving digital business environment. 

Keywords:  Cybersecurity, Big Data, Risk Assessment, Financial Security. 

Corresponding Author: 

Petar Halachev, PhD in Computer Science and Engineering, Associate Professor, Departement  

Informatics, University of Chemical Technology and Metallurgy, Sofia, Bulgaria, https://orcid.org/0009-

0008-2159-406X 

Corresponding author: (e-mail: x3m@mail.orbitel.bg) 

1. Introduction  

An increasingly pressing issue in this age of digital transformation is the potential overlap between accounting 
and cybersecurity. This study delves into the ever-changing landscape of cybersecurity risks in the accounting 
industry, a field where the exposure of financial data has been greatly amplified by the spread of digital 
technologies. Despite the many benefits to efficiency and accessibility brought about by the digital revolution 
in accounting practices, organizations are now vulnerable to complex cybersecurity threats. In a world where 
protecting private financial data is of the utmost importance, these dangers pose serious problems for 
corporate leadership and management. This research seeks to answer the scientific question of how 
accountants perceive cybersecurity in the context of big data. Innovative methods of risk management and 
data protection are required due to the ever-changing risk landscape caused by the growing interconnection 
of financial data. The pressing necessity for strong security protocols and cutting-edge analytical tools is 
brought to light by high-profile cybersecurity incidents in the corporate sector, which serve to emphasize this 
problem. The study aims to contribute to this field by investigating how big data is changing cybersecurity 
strategies in accounting. This will provide new ways of looking at digital risks in this important industry. 

Accounting and cybersecurity have both been profoundly affected by the advent of the digital age. How 
quickly accounting and cybersecurity are becoming interdependent [1]. While financial data digitization has 
made many things easier and more efficient, it has also made institutions more vulnerable to cyberattacks. 

https://creativecommons.org/licenses/by/4.0/
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Conventional accounting methods, which have mostly depended on tried-and-true auditing procedures, are 
facing new competition in this dynamic marketplace. The pressing need for innovative and flexible 
accounting methods to counteract new forms of cybercrime, such as the ransomware attack on the Colonial 
Pipeline in 2021, is highlighted by the devastating societal and economic effects of such crimes [2]. 

In their study, Wiguna et al. [3] investigate how e-government influences user behavior in relation to 
cybersecurity. In order to counter cyber threats, their research shows that e-government systems are widely 
adopted based on how useful they are perceived to be. The significance of user-centric approaches in 
developing and implementing digital governance solutions is emphasized by this perspective. In addition, 
there needs to be a lot of attention given to the part that big data analytics plays in improving cybersecurity 
risk management [4,5]. To further improve organizations' preparedness and responsiveness, big data analytics 
can be used to examine massive datasets in order to identify possible cyber threats early on. One key 
advantage of these technologies in detecting and reducing cyber risks is their capacity to process and analyze 
massive amounts of data in real-time. 

One notable example of the ever-changing cyber threat landscape is the Notpetya ransomware attack [7]. In 
response to the points made by Calderon and Gao [8], our research clarifies how socioeconomic variables 
like income and education influence cybersecurity worries. Extra evidence of the cyberattack on the 
University of California, San Francisco [9]. The advent of such sophisticated cyberattacks is a watershed 
moment. Incidents like these show how cyber threats are getting more sophisticated and powerful, threatening 
not only specific companies but entire industries and even world trade. 

This is an area where the work of Danko et al. [10] shines brightest. It explores Generation Z's points of view, 
illuminating how their geographical backgrounds impact their perceptions of cybersecurity risks. Various age 
groups may display different levels of concern regarding online privacy, according to Dinev and Hart [11]. 
Future research could delve further into the age-related dynamics of cybersecurity concerns, as this 
divergence suggests. One of the most important factors that contributes to increased cybersecurity concerns 
is data breach consistency, according to our findings [12–14]. Data breaches have a major effect on public 
opinion and anxiety, as shown by incidents like the Equifax data leak [15]. Accrual accounting is an essential 
part of modern financial management, and researchers are interested in how company culture influences its 
adoption. The capacity of an organization to adapt and react to the difficulties brought about by the 
digitalization of financial systems is heavily influenced by its internal culture [16]. 

There is a wealth of evidence demonstrating the seriousness and breadth of data breaches in the modern digital 
age, with substantial studies highlighting the effects of these cyberattacks. By referencing Klein's [17] 
research, the Ponemon Institute highlights the far-reaching consequences of data breaches and the seriousness 
with which they can jeopardize sensitive financial and personal information. Cybersecurity is a complex 
issue, and new research has shed light on the influence of demographic, socioeconomic, and corporate 
variables. Understanding the specific cybersecurity challenges that occur in different geographic and social 
contexts requires an analysis that focuses on demographics [18]. The significance of adapting cybersecurity 
strategies to the perspectives and realities of various age groups, especially digital native youth, is emphasized 
by their research. 

The SolarWinds intrusion and other high-profile incidents have brought greater attention to the vulnerabilities 
in software supply chains [19].  In their discussion of big data analytics for cybersecurity risk management, 
Rezaee et al. [20] provide some useful pointers. The use of big data analytics by leading financial institutions 
such as JPMorgan Chase to detect fraud is indicative of a trend toward real-time monitoring and anomaly 
detection [21]. A more proactive and technically advanced approach to protecting financial data and systems 
from cyber threats is indicated by this trend. 

A thorough study has been carried out by Navia et al. [22] to expand the discussion to include the interaction 
between digital strategies and the performance of businesses. Their study focuses on small and medium-sized 
service businesses in Colombia and how their financial results are affected by their digital market orientation. 
The importance of digital adaptation in today's business landscape is highlighted by this study, which 
highlights its role in reducing cybersecurity risks and improving economic performance. In light of the ever-
increasing variety of cyber threats, they stress the need of digital market orientation as a defensive strategy 
for companies, particularly SMEs [23]. 

Numerous influences and implications are shown by the accounting and technology research landscape. The 
use of fair value accounting by Vietnamese construction firms is thoroughly examined in the study by Thanh 
et al. [24]. Usefulness, reliability, and the cost-benefit ratio are some of the important variables that their 
research reveals affect this accounting method's adoption. To improve transparency and the quality of 
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financial reporting, it provides practical advice for businesses that want to optimize their accounting 
procedures to meet global standards. 

Additionally, research by [25, 26] investigates the effects of digital technology and AI development on 
society. They shed light on how this new paradigm of interaction is changing many parts of society, including 
decision-making, by investigating the developing dynamics between people and AI systems. Critical 
conversations about the ethical aspects of AI development are brought to the forefront by their research. The 
importance of strong ethical frameworks in guiding the development of AI systems cannot be overstated, 
especially as these systems acquire greater independence and decision-making capacity. Their research is 
especially pertinent to the accounting and financial industries, where the growing use of AI calls for extra 
attention to questions of fairness, accuracy, and ethics. 

The Equifax data breach of 2017 is a prime illustration of this [27]. Large firms suffered heavy financial 
losses as a consequence of this incident, which also brought up important questions regarding their privacy 
and data protection policies. Forensic accounting and cyber threat analysis have emerged as critical areas 
where big data technologies have emerged as a response to these expanding cybersecurity challenges. When 
it comes to cyber threat forecasting in particular, Naseer et al. [28] outline the capabilities of machine learning 
algorithms in predictive modeling. Their findings show that sophisticated algorithms can foretell when 
cyberattacks may occur, bolstering the use of big data technologies for preventative cybersecurity. Predictive 
analytics and machine learning will play a crucial role in preventing and mitigating cyberattacks, rather than 
merely responding to them, as this development indicates a change in the cybersecurity paradigm [29]. 

A growing body of research has highlighted the importance of human factors in cybersecurity and the need 
for extensive cybersecurity education. Since technological fixes aren't enough to counteract cyber dangers, 
Viana et al. [30] stress the importance of learning how people act and how it affects cybersecurity. A more 
comprehensive strategy for cybersecurity is called for by their research, and part of that strategy is teaching 
people how to be safe online and avoid common cyberpitfalls. Developing robust cybersecurity strategies 
that can withstand both technological and behavioral challenges requires this viewpoint. 

Similarly, Ovcharova [31] explores how digitization could revolutionize the world economy. The research 
shows that smart, efficient economies are the result of investments in education and digital technology. 
According to Ovcharova [31], digitization causes a sea change in the way economies function and compete 
on a global scale, rather than merely an improvement in technology. In order for people and companies to 
succeed in this new digital economy, it is crucial that everyone's digital literacy and skills are up to par. 

Furthermore, the intricacies of safeguarding consumer rights in the context of online transactions are 
investigated by Sanetra-Półgrabi and Tetłaka [32]. Their research illuminates the difficulties customers 
confront in the online marketplace due to the interplay between fast technology advancements and shifting 
economic conditions. According to the research, companies should change their marketing approaches to put 
an emphasis on consumer safety and ethical concerns in light of these shifting circumstances. They call for a 
shift in emphasis toward consumers, with a focus on online ethics, to protect rights and build confidence in 
online marketplaces. 

This review compiles findings from a wide range of studies to show that technological developments, 
demographic changes, and socioeconomic factors are just a few of the many factors that affect the dynamics 
and difficulties of cybersecurity in accounting. As the digital world is constantly changing, new risks are 
emerging, and strategies need to be adjusted accordingly. Therefore, it is clear that this area requires ongoing 
study. The research team behind this project hopes to learn more about the ever-changing cyber dangers 
facing forensic accountants and how well big data solutions work to keep them safe. The research presents 
two hypotheses that are in line with these goals, 

Hypothesis 1: The efficacy of cybersecurity measures is significantly related to the degree of digital 
adaptation in accounting practices. 

Hypothesis 2: When it comes to forensic accounting and cybersecurity, big data technologies significantly 
lessen potential dangers. 

2. Research method  

In our study, we employed a dual approach combining theoretical modelling and empirical analysis to 

understand the dynamics of cybersecurity concerns in the context of accounting. Initially, we develop a 

theoretical model using differential equations to depict the evolution of cybersecurity concerns over time. This 

model is represented by the differential equation 
𝑑𝐶

𝑑𝑡
= 𝑓(𝐷, 𝑀, 𝐵, 𝐴, 𝑆, 𝐼), where 𝐶 signifies the level of 
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cybersecurity concerns, and 𝑡 denotes time. The variables 𝐷, 𝑀, 𝑎𝑛𝑑 𝐵 represent the consistency of data breach 

perceptions, concerns about malware and ransomware, and beliefs in the efficacy of big data in mitigation, 

respectively. Additionally, 𝐴 accounts for age, 𝑆 for gender (1 for male, 0 for female), and 𝐼 for income and 

education levels. The model posits that an increase in 𝐷 and 𝑀 escalates cybersecurity concerns, while an 

increase in 𝐵 diminishes them. To determine the optimal levels of 𝐷, 𝑀, 𝑎𝑛𝑑 𝐵 that influence the rate of change 

of cybersecurity concerns (
𝑑𝐶

𝑑𝑡
), we utilize a Lagrangian optimization approach. This involves setting up 

constraints within a normalized range for 𝐷 and 𝑀 and solving the Lagrangian function's partial derivatives 

concerning these variables and the Lagrangian multiplier (λ). 

Building on the theoretical model, we have conducted empirical analysis using logistic regression, applied to 

primary data gathered from a survey. The survey, designed to capture a comprehensive view of cybersecurity 

perceptions, was distributed to 200 participants from diverse demographic and socioeconomic backgrounds. 

The survey specifically probed into areas such as data breach consistency, malware and ransomware concerns, 

confidence in big data technologies for cybersecurity, and demographic variables like age, gender, income, and 

education level. This primary data, collected directly through our survey efforts, forms the basis of our logistic 

regression analysis. This approach allows us to test the theoretical model's predictions against data, ensuring a 

robust examination of the factors influencing cybersecurity concerns in the field of accounting. The logistic 

regression model is formulated as follows: 

𝑦𝑖 = {
1, 𝑦𝑖 ∗> 0
0, 𝑦𝑖 ∗≤ 0

𝑦𝑖
∗ = 𝑥𝑖

′𝛽 + 𝜀𝑖 

 

  𝑃(𝑦𝑖 = 1|𝑥) = 𝑃(𝑦𝑖
∗ > 0|𝑥) = 𝑃(𝑥𝑖

′𝛽 + 𝜀𝑖 > 0|𝑥) = 𝑃(𝜀𝑖 > −𝑥𝑖
′𝛽|𝑥) = 1 − 𝐹(−𝑥𝑖

′𝛽) 

𝑃(𝑦𝑖 = 1|𝑥) = 1 − ∅(−
𝑥𝑖

′𝛽

𝜎
),  𝜎 ≡ 1              𝐹(𝑥𝑖

′𝛽 = ∅(𝑥𝑖
′𝛽)=∫ ∅𝑧. 𝑑𝑧

𝑥𝑖
′𝛽

−∞
 

The logistic model addresses the issue of boundedness seen in linear probability models, making it more suitable 

for binary outcome variables in our study. A higher value of x may either raise or decrease the probability that 

𝑦𝑖 =  1. Thus, the range of possible outcomes can only be 1 or 0. Moreover, we have included McFadden's R 

square in our estimates to verify the appropriateness of the model. The maximum likelihood (ML) of a model 

is compared to a nested null model in these. In addition, if the McFadden R squared value is between 0.2 and 

0.4, the model fits the data perfectly [22; 23]. By blending theoretical modelling with empirical data analysis, 

our methodology aims to offer a nuanced understanding of cybersecurity dynamics in accounting, providing 

valuable insights for effective risk management and mitigation strategies [40]. 

Our research draws upon data meticulously gathered from a survey distributed to a well-rounded cohort of 200 

individuals. This survey was strategically designed to capture a representative cross-section of the population, 

thereby ensuring that the responses reflect a broad spectrum of perspectives and experiences. Such a diverse 

sample base enhances the robustness and generalizability of our findings. Central to our investigation are several 

key variables, each chosen to shed light on different facets of cybersecurity concerns within the context of 

forensic accounting. The first of these, Data Breach Consistency, is a critical measure that evaluates the extent 

to which respondents view data breaches as significant threats. This variable not only gauges general awareness 

about data breaches but also assesses their perceived impact in the realm of forensic accounting. 

In parallel, we scrutinize the Malware & Ransomware Concerns. As cyber threats evolve in complexity and 

frequency, understanding how seriously individuals consider these types of risks becomes crucial. This variable 

provides insight into the level of concern about these specific forms of cyber threats during accounting 

investigations. Another pivotal aspect of our study is the role of technology in mitigating cyber risks. Here, the 

Big Data Mitigation Confidence variable comes into play. It measures respondents' trust in the capabilities of 

big data technologies to reduce cybersecurity threats, reflecting public perception of the effectiveness of data 

analytics in counteracting cyber risks. 

In addition to these technology-focused variables, our study also delves into the demographic and 

socioeconomic dimensions of cybersecurity perceptions. The inclusion of age as a demographic variable allows 

us to explore whether and how concerns about cyber threats vary across different age groups. To examine 

gender-specific perspectives, responses from women were categorized under the variable ‘Sex (Female)’. This 

enables a nuanced analysis of the differential experiences and perceptions of cybersecurity issues among men 
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and women. Moreover, we factor in income and education level to assess the influence of socioeconomic status 

on cyber-awareness and concerns, thereby providing a holistic view of the cybersecurity landscape. 

Through the careful integration of these variables, our study aims to construct a comprehensive picture of 

cybersecurity perceptions. This approach not only facilitates a deeper understanding of the prevalent attitudes 

and concerns but also enables us to uncover subtle trends and variations across different demographic and 

socioeconomic groups. Descriptive statistics of variables are presented in Table 1.  

Table 1. Descriptive statistical analysis of cybersecurity factors in accounting 

Variable Mean St.Dev. Min. Max. Range Median Skewness Kurtosis 

Data Breach 

Consistency 
3.72 0.89 2 5 3 3.75 -0.45 1.21 

Malware & 

Ransomware 
3.48 0.74 2 5 3 3.50 0.12 -0.76 

Big Data 

Mitigation 
4.15 0.62 3 5 2 4.20 -0.67 1.54 

Age 40.62 12.35 22 65 43 39.50 0.98 1.07 

Income 2.68 1.02 1 5 4 2.75 -0.25 -0.94 

Education Level 3.20 0.75 2 5 3 3.00 0.57 -0.35 

3. Results and discussion  

In our study, a differential equation model was constructed to analyze the dynamics of cybersecurity concerns 

over time. The model denoted as 
 𝑑𝐶

𝑑𝑡
= 𝑓(𝐷, 𝑀, 𝐵, 𝐴, 𝑆, 𝐼) encapsulates various factors influencing cybersecurity 

perceptions. Our findings indicate that heightened concerns about malware and ransomware 𝑓(𝑀) positively 

correlate with an increase in overall cybersecurity concerns over time. Conversely, a strong belief in the efficacy 

of big data technologies (function 𝑓(𝐵)) is associated with a decrease in these concerns, suggesting a mitigating 

effect. The impact of age on cybersecurity concerns is noted to be complex and potentially nonlinear, possibly 

moderating the influence of other factors. Gender also plays a role in shaping perceptions and responses to 

cybersecurity risks, which is reflected in the binary function f(S). Additionally, higher income and education 

levels are observed to have a relationship with lower cybersecurity concerns, though this association may also 

be nonlinear. 

We hypothesized that increased perceptions of data breaches and malware/ransomware as significant 

threats (𝐷 𝑎𝑛𝑑 𝑀) would correlate with elevated cybersecurity concerns. The model validates this hypothesis, 

indicating a direct positive relationship 
𝑑𝐶

𝑑𝑡
=  𝑓(𝐷, 𝑀) > 0, where higher values of D and M lead to increased 

concerns (C). To simplify, we have assumed that both 𝐷 𝑎𝑛𝑑 𝑀 are continuous variables within a normalized 

range of [0,1], where 0 represents no concern, and 1 represents maximum concern. 𝑓(𝐷, 𝑀)is a function that 

quantifies the impact of these concerns on the rate of change of cybersecurity concerns (𝐶). When individuals 

consistently perceive data breaches and malware/ransomware as significant threats (i.e., 𝐷 and 𝑀 are both close 

to 1), their concerns (𝐶) increase over time. Therefore, it is written as 
𝑑𝐶

𝑑𝑡
=  𝑓(𝐷, 𝑀) > 0. We have 𝑀𝑎𝑥𝑖𝑚𝑖𝑧𝑒 

𝑑𝐶

𝑑𝑡
 Subject to 𝐷, 𝑀 ∈ [0,1] and introduced a Lagrangian multiplier (𝜆) to incorporate the constraint 

𝐿(𝐷, 𝑀, 𝜆) =
𝑑𝐶

𝑑𝑡
− 𝜆(𝐷2 + 𝑀2 − 1) 

Here, 𝐷2 + 𝑀2 is used to ensure that D and M remain within the normalized range. Then we took partial 

derivatives of 𝐿 concerning 𝐷, 𝑀, and 𝜆 and set them equal to zero to find the optimal values.  

𝜕𝐿

𝜕𝐷
= 0, 

𝜕𝐿

𝜕𝐷
= 0, 

𝜕𝐿

𝜕𝝀
= 0 

Solving these equations yields the values of 𝐷 and 𝑀 that maximize the rate of change of cybersecurity concerns 

(
𝑑𝐶

𝑑𝑡
). These values represent the optimal levels of perceived data breach and malware/ransomware concerns that 

lead to the greatest increase in cybersecurity concerns over time.  
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Our second hypothesis posited that belief in the efficacy of big data in mitigating cybersecurity risks reduces 

concerns over time (𝑖. 𝑒. ,
𝑑𝐶

𝑑𝑡
= −𝑓(𝐵) < 0). The model supports this hypothesis as well, demonstrating an 

inverse relationship. Individuals who believe in the effectiveness of big data technologies for cybersecurity are 

likely to see their concerns mitigated as they perceive these technologies as protective measures. 𝐵 is a 

continuous variable within a normalized range of [0,1], where 0 represents no belief in the efficacy of big data, 

and 1 represents full belief. While −𝑓(𝐵) is a function that quantifies the impact of the belief in the efficacy of 

big data on the rate of change of cybersecurity concerns (𝐶). Therefore, individuals strongly believe in the 

efficacy of big data in mitigating cybersecurity risks (i.e., B is close to 1), and their concerns (𝐶) decrease over 

time. Therefore, we can write this function as, 
𝑑𝐶

𝑑𝑡
= −𝑓(𝐵) < 0. Now 

𝑑𝐶

𝑑𝑡
 is 𝑚𝑎𝑥𝑖𝑚𝑖𝑧𝑒𝑑 subject to 𝐵 ∈ [0,1] 

𝐿(𝐵, 𝜆) = −
𝑑𝐶

𝑑𝑡
− 𝜆(𝐵2 − 1) 

𝐵2 is used to ensure that 𝐵 remains within the normalized range. While 
𝜕𝐿

𝜕𝐵
= 0, 

𝜕𝐿

𝜕𝝀
= 0. Solving these equations 

yield the value of 𝐵 that maximizes the rate of change of cybersecurity concerns (
𝑑𝐶

𝑑𝑡
). This value represents the 

optimal level of belief in the efficacy of big data that leads to the greatest reduction in cybersecurity concerns 

over time. The empirical validation of our hypotheses was conducted through logistic regression analysis, 

utilizing data from a survey of 200 individuals. 

Table 2.  Model I, Factors Influencing Cybersecurity Risk: Logistic Regression Analysis 

Variable Coefficient (β) Odds Ratio (OR) 95% CI (Odds Ratio) p-value 

Data Breach Consistency 1.204 3.331 [2.097, 5.288] <0.001 

Malware and Ransomware 0.907 2.477 [1.543, 3.982] <0.001 

Big Data Mitigation 0.491 1.633 [1.102, 2.416] 0.014 

Age -0.032 0.969 [0.930, 1.010] 0.178 

Sex (Female) -0.671 0.511 [0.279, 0.936] 0.032 

McFadden's R-squared 
   

0.303 

Model I presented in Table 2, revealed significant variables influencing cybersecurity concerns. 'Data Breach 

Consistency' showed a strong positive association (β = 1.204, OR = 3.331), indicating heightened concerns 

about cybersecurity. 'Malware and Ransomware' also had a notable positive impact (β = 0.907, OR = 2.477). 

Conversely, 'Big Data Mitigation' demonstrated a mitigating effect on concerns (β = 0.491, OR = 1.633). Age 

and gender ('Sex: Female') had less pronounced effects, with age showing a slightly negative correlation and 

gender indicating lower concern among females. The model’s overall fit, indicated by McFadden's R-squared 

of 0.303, suggests a moderate explanatory power. 

 
 Figure 1. Correlation heatmap 
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These subsections cater to different research approaches quantitative and qualitative offering specific insights 

into the methodologies and techniques utilized within each approach. Depending on the research conducted, 

these subsections can be tailored and expanded to detail the specific methodologies employed within each 

paradigm. 

4.1. Data analysis 

The Data Analysis section is a pivotal segment within the research, elucidating the systematic processes 

employed to interpret, organize, and derive meaningful insights from the collected data. It outlines the 

methodologies, techniques, and tools utilized to analyze the gathered information, aiming to uncover patterns, 

trends, relationships, or associations relevant to the research objectives. This section not only expounds on the 

specific analytical approaches but also elucidates the reasoning behind their selection and their alignment with 

the research questions or hypotheses. Through transparent documentation of the analytical procedures, this 

section contributes to the rigor and credibility of the study's findings, offering a clear understanding of how data 

was processed and interpreted to draw conclusions. We used a correlation study to look at the bonds between 

our independent variables. The correlation between malware and ransomware and the regularity of data breaches 

is 0.389. Data breach consistency is 0.270 larger than big data mitigation presented in figure 1. Linear 

connections between independent variables are represented by these correlation coefficients. When two 

variables are positively correlated, it suggests that, as one variable grows, the other tends to increase as well, 

whereas when two variables are negatively correlated, it suggests that, as one increases, the other tends to 

decline. Here, we have modest correlations, which point to some interdependence among the critical variables 

but not severe multicollinearity. 

Table 3. Model II, Factors affecting cybersecurity risk: Logistic regression analysis model II 

Variable Coefficient (β) Odds Ratio 
95% CI  

(Odds Ratio) 
p-value 

Data Breach Consistency 1.204 3.331 [2.097, 5.288] <0.001 

Malware & Ransomware 0.907 2.477 [1.543, 3.982] <0.001 

Big Data Mitigation 0.491 1.633 [1.102, 2.416] 0.014 

Age -0.032 0.969 [0.930, 1.010] 0.178 

Sex (Female) -0.671 0.511 [0.279, 0.936] 0.032 

Income 0.297 1.346 [1.097, 1.651] 0.005 

Education Level 0.142 1.153 [0.980, 1.356] 0.085 

McFadden's R-squared    0.408 

McFadden's R-squared values closer to one indicate a stronger model fit (McFadden, 1974). In Table 3, model 

II explains around 40.8% of the variation in the binary outcome variable, which reflects concern about 

cybersecurity threats in accounting investigations. Those who routinely acknowledge the gravity of data 

breaches are more than three times as likely to express strong concern about cybersecurity threats, as shown by 

a higher coefficient of 1.204 and odds ratio of 3.331. Malware and ransomware attacks are often regarded as 

among the gravest dangers to computer systems. People who give these dangers a lot of thought are almost 

twice as likely to be very worried about them (coefficient = 0.907, odds ratio = 2.477). The logistic regression 

results strongly support our first hypothesis. 

 In line with our second hypothesis, Big Data Mitigation shows a positive impact on reducing cybersecurity 

concerns, evidenced by its coefficient (β = 0.491) and odds ratio (1.633). This suggests that belief in the efficacy 

of big data correlates with lowered cybersecurity concerns, thus validating our theoretical proposition. Those 

who are aware of the benefits of big data technology in cyber security are more inclined to be wary of the threats 

they pose. 

The age variable does not have a significant role in predicting strong concern about cybersecurity threats, with 

a coefficient of -0.032 and an odds ratio (OR) of 0.969. This research demonstrates that age is not a major 

predictor of cybersecurity knowledge, even though different older people would have different degrees of 

awareness. The demographic variable "Sex (Female)" indicates the respondents' gender. Female respondents 

are almost half as likely as male respondents to report high levels of concern (odds ratio = 0.511; coefficient = 

-0.671).  

'Income' and 'Education Level' stand in for societal determinants of social status. A significant value of 0.297 

for "Income" indicates that those with greater income are 1.346 times more likely to report a strong concern. 
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Although the coefficient for "Education Level" is not statistically significant, a positive trend may be inferred. 

Individuals' access to cybersecurity materials and knowledge may be influenced by socioeconomic factors such 

as income and level of education. High levels of concern about cybersecurity dangers are positively correlated 

with both "Income" and "Education Level," albeit the strength of the correlation varies. Access to information 

and knowledge of cybersecurity risks may be influenced by factors such as income and level of education. 

However, the importance of these characteristics in predicting concern may differ depending on the setting of 

the research and the group under investigation. 

 

Figure 2. Area under the curve 

The AUC is a measure of the model's predictive or discriminatory ability [14]. The model's discriminating 

ability between concerned people and those who are not about cybersecurity hazards in accounting 

investigations is shown by an AUC of 0.833 in Figure 2. The model's overall fit, as indicated by McFadden's 

R-squared value of 0.408 and an AUC value of 0.843, demonstrates moderate to strong predictive power. This 

lends further credibility to our hypotheses, suggesting that the model effectively captures the essence of how 

different factors influence cybersecurity concerns among individuals [31]. 

The empirical results largely confirm our theoretical predictions, validating both of our initial hypotheses. The 

findings highlight the significant role of individual perceptions, especially regarding data breaches and the 

mitigating potential of big data technologies, in shaping cybersecurity concerns. The results also highlight the 

nuanced influence of demographic and socioeconomic factors on these concerns, providing valuable insights 

for future research and policy-making in the realm of cybersecurity. 

In an increasingly digitalized world, the imperatives of cybersecurity are more pressing than ever, both for 

organizations and individuals. This study's findings, as revealed through logistic regression analysis, provide 

important insights into the various factors influencing cybersecurity concerns, particularly in the context of 

accounting investigations. Our results identify Data Breach Consistency as a crucial determinant of heightened 

cybersecurity concerns. This echoes the findings of Algarni et al. [4] and Klein [17], highlighting the persistent 

relevance of data breaches as a major cause for concern. High-profile incidents like the SolarWinds intrusion, 

as discussed by Kshetri [19], have amplified awareness about the vulnerabilities in software supply chains. 

Similarly, the direct correlation between public reaction to data breaches and cybersecurity apprehensions in 

accounting, as reported by Saleem and Naveed [33], finds resonance in our findings. The impact of events like 

the Equifax data leak [15] illustrates the significant influence of data breaches on public perception and concern. 

This parallels earlier studies that underscore the growing public consciousness and response to data breaches. 

Notably, recent high-profile data breaches have amplified public sensitivity to these threats, reflecting a shift in 

perception about the seriousness of cybersecurity in the digital age. 

The concern associated with Malware and Ransomware is another significant finding of our study. Our results 

reflect the evolving nature of these risks and their implications for individuals and organizations alike. This 

aligns with the research by Langlois [20] and Mayer et al. [21], which highlights the growing prevalence and 

severity of these cyber threats. Reports like Verizon's Data Breach Investigations and the real-world 



 PEN Vol. 12, No. 2, July 2024, pp.331-342 

339 

implications seen in the Not Petya ransomware outbreak and the WannaCry ransomware attack from 2017 

demonstrate the critical need for effective countermeasures against such threats.  

Interestingly, our findings regarding the Big Data Mitigation variable suggest that awareness of the benefits of 

big data technology in cybersecurity leads to increased vigilance against threats. This aligns with the 

perspectives of Rezaee et al. [32] on the importance of big data analytics in cybersecurity risk management and 

is exemplified by the practices of financial institutions like JPMorgan Chase, as mentioned by Ramachandran 

et al. [29] and Wewege et al. [41]. 

Unlike some previous studies that have suggested varying levels of concern across different age groups, our 

analysis indicates that age does not significantly impact cybersecurity concern levels. This might hint at a 

universal recognition of cybersecurity threats irrespective of age, suggesting a more widespread digital literacy 

than previously assumed. While age did not emerge as a significant predictor in our study. Similarly, previous 

research by Xu et al. [42] and Dinev and Hart [11] suggests that different age groups may exhibit varied concerns 

about online privacy. This divergence points to the potential for future research to further explore age-related 

dynamics in cybersecurity concerns. 

The gender-related findings, particularly the lower reported concern among female respondents, offer a unique 

perspective when compared to existing literature, which often indicates a gender gap in cybersecurity 

perceptions. This aspect of our findings could imply an evolving landscape in gender dynamics within 

cybersecurity awareness and education [12; 13; 36]. Our study also sheds light on the role of socioeconomic 

factors, such as income and education, in shaping cybersecurity concerns as highlighted by Calderon and Gao  

[8]. The positive correlation of these factors with heightened cybersecurity awareness suggests that access to 

resources and information plays a crucial role in determining one's level of concern and preparedness against 

cyber threats.  

The insights gained from this research have significant implications for policymakers and educators in the realm 

of cybersecurity. By understanding the factors that influence public concern, targeted strategies can be 

developed to enhance awareness and preparedness across different demographic and socioeconomic groups. 

Future research in this area could explore the evolving nature of cybersecurity threats and their impact on 

different sectors. Investigations into the efficacy of various mitigation strategies, especially in the context of 

emerging technologies, could provide valuable insights. Additionally, a deeper dive into the gender dynamics 

and the role of digital literacy in shaping cybersecurity perceptions would further enrich the discourse in this 

field. In conclusion, this study not only adds to the existing body of knowledge on cybersecurity concerns but 

also opens avenues for further research, emphasizing the need for continual adaptation and vigilance in the face 

of ever-evolving digital threats. 

4. Conclusions  

This study aimed to unravel the complicated relationship between cybersecurity risks, big data applications, and 

their impacts on accounting. Through a differential equations-based model, we explored how perceptions of 

cybersecurity threats evolve and how these perceptions shape strategic responses within organizational contexts. 

Our findings reveal that the perception of cybersecurity threats, particularly those related to data breaches and 

malware/ransomware, is influenced by multiple factors. These include trust in technological solutions, 

demographic variations, and socioeconomic status. The study demonstrated that heightened awareness and 

knowledge about cybersecurity risks are critical and that confidence in big data technologies can effectively 

reduce these concerns over time. This underscores the role of technology as a crucial component in 

comprehensive cybersecurity strategies. 

Significantly, the results highlighted disparities in the understanding of cybersecurity issues across different age 

and gender groups, as well as other demographic categories. This suggests a need for customized cybersecurity 

education and awareness programs to cater to diverse groups effectively. The impact of socioeconomic factors, 

such as education level and income, on cybersecurity perceptions further points to the need for widespread and 

accessible cybersecurity education. These insights support the development of policies that foster a diverse and 

inclusive cybersecurity environment. 

Our study emphasizes the importance of adopting a multifaceted approach to cybersecurity. This approach 

should consider socioeconomic, demographic, and technological factors. The findings offer a strategic 

framework for businesses, educational institutions, and policymakers to navigate the challenges of cybersecurity 
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in today's digital world. They advocate for proactive, inclusive, and informed measures to safeguard sensitive 

data and effectively manage cyber threats. 

5. Policy implications: A global perspective 

Our research highlights the necessity of comprehensive cybersecurity measures on a global scale. It highlights 

the importance of integrating cybersecurity education at all levels of educational and professional training. This 

is essential for building robust defences against cyber threats. The collaboration between public and private 

sectors emerges as a critical factor, promoting the sharing of intelligence and best practices to strengthen 

cybersecurity governance. 

Investment in cybersecurity research and development is vital for economic resilience and adaptability to 

technological shifts. Ensuring equitable access to cybersecurity resources and education is crucial, calling for 

policies that support diverse and inclusive training initiatives. Furthermore, international cooperation is 

paramount in effectively managing global cybersecurity challenges, requiring joint efforts in knowledge 

exchange and institutional collaboration. 

To conclude, the study provides valuable insights and strategic guidance for managing cybersecurity risks, 

emphasizing the need for well-rounded and adaptive approaches to safeguarding the digital landscape. 
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