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ABSTRACT   

The user-friendly and adaptable nature-inspired meta-heuristic algorithms have significantly contributed to 

their increasing appeal across several scientific fields, including computer science, mathematics, artificial 

intelligence, and operations research. The algorithms are constructed upon the core notions of exploration 

and exploitation. This study presents a fresh technique to optimizing issues by utilizing the War Strategy 

Optimization (WSO) method. The recommended technique involves utilizing the WSO algorithm in 

conjunction with the Cat Swarm Optimization (CSO) algorithm. The term used to describe this algorithm 

that combines different methods is C-WSO. The implementation of swarm intelligence approaches has led 

to the improvement of the capabilities of both algorithms. 

A total of fifty benchmark test functions were adopted to assess the efficacy of the newly proposed C-WSO 

approach. Definite functions exhibited multimodality, while others were unimodal, and they were executed 

across diverse dimensions. Our investigations revealed that the C-WSO algorithm outperformed the original 

WSO approach. The method's performance has been assessed using a diverse range of measures, including 

the median, mean, and standard deviation of the fitness function values. Repeated evidence has exposed that 

the C-WSO approach surpasses the WSO algorithm in terms of effectiveness, creating it a viable and practical 

choice for solving complex optimization problems. 
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1. Introduction 

To maximize or minimize an objective function while satisfying specific constraints, optimisation issues entail 

finding an optimal solution from a group of feasible alternatives. Math, CS, EE, OE, and operations research 

are just a few of the disciplines that have run across these issues. Linear, quadratic, and nonlinear optimisation 

problems fall within the category of continuous optimization, while the travelling salesman, knapsack, and 

graph-coloring issues are examples of discrete optimization. Algorithms and techniques like gradient descent, 

linear programming solvers, evolutionary algorithms, dynamic programming, and branch and bound approaches 

are commonly used to tackle optimization problems. The nature of the problem, including the variables, 

constraints, and objective function, dictates the optimization approach to be used. Efficiency, productivity, and 

efficacy can all be greatly enhanced through optimization [1]. 

Optimization algorithms that take their cues from the natural world are known as meta-heuristic algorithms. 

When faced with a problem space that does not have a clear solution, these algorithms will intelligently seek 

one out. They discover a happy medium between the time needed to find a good answer and the time needed to 

locate it. Over the course of several cycles or iterations, meta-heuristics employs predetermined rules or criteria 

to choose the optimal solution from a group of alternatives [2]. 

https://creativecommons.org/licenses/by/4.0/
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A group of computer methods known as swarm intelligence algorithms (SIA) took its cues from the coordinated 

actions of social insect colonies. Complex optimization and decision-making problems can be solved by using 

algorithms that emulate the decentralized and self-organized nature of these natural systems. They provide 

benefits including flexibility, resilience, and parallelism. Nevertheless, the issue at hand and the parameters that 

are fine-tuned determine the efficacy of a particular SIA [3]. One of such strategies is PSO, or particle swarm 

optimization [4],[5].The CSO (Cat Swarm Optimization) algorithm [6]. An algorithm known as the Ant Colony 

(AC) [7].A search for harmony (HS) [8]. Artificial Bee Colony (ABC) algorithm [9].This is known as the Bat 

Algorithm (BA) [10].The Flower Pollination Algorithm (FPA)[11],[12], and the Genetic Algorithm (GA) [13], 

[14]  both of which rely on pollination and are according to Darwin's principle of natural selection (survival of 

the fittest). Algorithm for Cuckoo Search (CSA) [15].The Hunger Games Search (HGS) [16].Firefly 

Algorithm[17]. 

One characteristic shared by meta-heuristic approaches to optimization is the use of exploration and 

exploitation. When looking for answers in the search space, exploration entails venturing into uncharted 

territory, but exploitation is all about honing down on regions that are more likely to have solutions near the 

ideal ones [18]. 

2. War strategy optimization (WSO) 

 After researching historical military tactics, Ayyarao et al. (2022) [19] introduced WSO, a novel meta-heuristic 

optimization algorithm. Both offensive and defensive tactics are incorporated into this algorithm.  

War strategy has always revolved around the king and commanders coordinating the movement of forces to 

accomplish their goals and objectives. As the armed forces work together and fight the enemy, war strategy is 

an ever-changing process. In response to evolving battlefield conditions, this tactic adjusts accordingly. The 

king's and commanders' positions have an ever-present impact on the troops' status. As all soldiers can see the 

flags flying from the royal and army commander's chariots, they can easily determine their whereabouts 

[20].The use of aural cues, such as drum beats or the cymbal crashes, is an integral part of soldier training. The 

strategy changes when a military leader dies, and the next commander has to figure out how to put the strategy 

back together while keeping it strong. The army's objective is to progress in rank by attacking the enemy side, 

while the king's objective is to defeat the enemy leader. 

 

 No matter how many times this happens, every soldier has an equal chance of becoming commander or king 

based on their fitness value. War is fought by both the King and the Commander. Following the King's and 

Commander's movements on the battlefield will help direct the remaining troops. The enemy's soldier, Local 

Optima, may be strong enough to ensnare the Leaders, posing a serious threat to either the King or the 

Commander. The position of the King or Commander, together with their combined movement methods, will 

direct the warriors in battle to avoid this. 

  2.1. Attack Strategy 

It has come up with two plans for combat. Each soldier in the first plan revises his whereabouts according to 

where the King and Commander are. In Figure 1, we can see this attack model update method in action. In order 

to unleash a major attack on the adversary, the monarch takes use of an excellent position. Consequently, the 

highest-ranking soldier in terms of assault force or fitness is considered a monarch. 

 
Figure 1. Attack Strategy [19] 
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In the beginning of the war, every soldier will be treated equally in terms of rank and weight. The soldier's rank 

is increased if the strategy is effectively carried out. All soldiers' ranks and weights will be adjusted depending 

on the strategy's performance as the fight advances. All of  King, an army commander, and the soldiers are in 

adjacent proximity to the target as the fight draws to a close. 

  𝒳ᵢ (𝑡 + 1) =  𝒳ᵢ(𝑡) + 2 × 𝜌 × ( 𝐶 − 𝐾) + 𝑟𝑎𝑛𝑑 × (𝑊ᵢ × 𝐾 −  𝒳ᵢ(𝑡)) … (1) 

 Where,  

 𝒳ᵢ (𝑡 + 1): is an updated position. 

 𝒳ᵢ: is the preceding C position for a commander. 

 K: is the position for the king. 

𝑊ᵢ × 𝐾 −  𝒳ᵢ(𝑡) based on the king position. In the case of  𝑊ᵢ >1, then a position for  

𝑊ᵢ × 𝐾 −  𝒳ᵢ(𝑡) is beyond the king position and hence the updated position of the soldier is beyond the 

commander position. If 𝑊ᵢ < 1, then a position for  𝑊ᵢ × 𝐾 −  𝒳ᵢ(𝑡) is amid a king location and the soldier’s 

current location. If 𝑊ᵢ tends to zero, then a new position for a soldier transfers very close to a commander 

position, signifying the war’s final stage. 

 

2.2. Rank and weighing updating 

The method by which the positions of the King, the Commander, and each soldier are updated determine the 

search agents' positions. Wᵏ is impacted by the success record of every soldier on the battlefield, which is 

governed by equation (4). The ranking of a soldier (search agent) shows the relative proximity to the target 

(fitness value). If the assault force (fitness) in the soldier's new position (Fn) is lower than in their former 

position (Fp), the soldier will return to their original position. 

𝒳ᵢ(𝑡 + 1) = (𝒳ᵢ(𝑡 + 1)) × (𝐹ₙ ≥ 𝐹ₚ) + (𝒳ᵢ(𝑡)) × (𝐹ₙ < 𝐹ₚ) … (2) 

In the case of a soldier updates a position successfully, a rank Ri for a soldier will be upgraded. 

  𝑅ᵢ = (𝑅ᵢ + 1) × (𝐹ₙ ≥ 𝐹ₚ) + (𝑅ᵢ) × (𝐹ₙ < 𝐹ₚ) … . (3) 

 According to a rank, a new weight is considered as: 

   𝑊ᵢ = 𝑊ᵢ × (1 −  
𝑅ᵢ

𝑀𝑎𝑥_ 𝑖𝑡𝑒𝑟
)ᵅ ...... (4)  

2.3. Defense strategy  

According to the whereabouts of King, an army commander, and an unidentified soldier, the second strategy 

position update is calculated. However, there has been no change to the updating of rankings or weights.  

𝒳ᵢ(𝑡 + 1) = 𝒳ᵢ(𝑡) + 2 × 𝜌 × (𝐾 − 𝒳ᵣₐₙ (𝑡)) + 𝑟𝑎𝑛𝑑 × 𝑊ᵢ      × (𝐶 − 𝒳ᵢ(𝑡)) … (5) 

2.4. Replacement or relocation of weak Soldiers 

At the end of each cycle, the least fit soldiers are discarded and their positions filled by stronger ones. Swapping 

out the weak soldier for a random one is the easiest solution, as seen in the following equation. 

𝒳𝑤(𝑡 + 1) = 𝐿𝑏 + 𝑟𝑎𝑛𝑑 × (𝑈𝑏 − 𝐿𝑏) … (6) 

The following is a description of how the WSO algorithm works: 

  Initialize the parameters as a first step. 

         Determine how many soldiers there will be. 

         Measure the problem's (the war space's) dimensions. 

         Limit the search space to a certain higher and lower limit. 

         Put the King (K) and the Army Commander (C) in their starting positions. 

         The King's and the Army Commander's attack forces must be defined. 

         Set the quantity of soldiers to one. 

  Second, set the variables to initial values: 

        Using the coordinates (1, soldier size), create a zero-vector R. 

        Make W a vector of length 1 (the size of a soldier) with 2 elements each element. 

  Third, in the battle area, disperse the troops uniformly and at random (random attack). 

  Fourth, using a for loop, iterate through the population of soldiers and get their assault forces. 

  Step5: Arrange the soldiers' attack forces according to their fitness. 
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  The sixth step is to choose the most physically fit soldier to be king and the second fittest to be army 

commander. 

  Lastly, in Step 7, we initialize a counter variable t to 0. 

  Step8: Begin the main iteration loop as soon as t is less than the maximum iteration number. T max: Go through 

the entire population of soldiers iteratively: Make up a random integer 𝜌. 

  If the value of 𝜌 is lower than a specified threshold 𝜌r, then carry out the following exploration: 

            Put each soldier's current location into equation (5). 

            If that is not the case, then utilise the following: 

            Use equation (1) to update the positions of all soldiers. 

            Determine how many attackers each soldier will need. 

            Prioritize the health for each soldier. 

            Calculate an attack force for each soldier's current and past positions, and then update their positions 

using equation (2).  

            Make sure that each soldier's rank and weight are updated according to their success using equation (3). 

        A soldier iteration loop has come to a close. 

        Find the unfit soldier who is weakest. 

        Pick an appropriate relocation option and send the weak soldier somewhere else. 

        Please revise the King's and Commander's positions accordingly. 

        Add one to the counter t. 

Step 9: The primary iteration loop comes to a close. 

3. Cat swarm optimization (CSO) algorithm 

The "seeking mode" and "tracking mode" that cats employ provide as inspiration for the CSO Algorithm. The 

position of each cat is comprised of M dimensions, with velocities for each dimension. Additionally, there is a 

fitness value that indicates the cat's fit with the fitness function, and a flag that indicates whether it is seeking 

or traversing mode. The optimal position in one of the cats would be the final solution because CSO keeps the 

best answer until iterations terminate [21]. 

3.1. Mathematical model of CSO 

The scenario mimicked by the seeking mode is that of a cat, which involves resting, surveying its surroundings, 

and deciding where to go next. Searching memory pool (SMP), seeking range of the selected dimension (SRD), 

counts of dimension to change (CDC), and self-position considering (SPC) are the four fundamental 

components of seeking mode.               

𝑃ᵢ =  
| 𝐹𝑆ᵢ − 𝐹𝑆𝑏|

𝐹𝑆ₘₐₓ − 𝐹𝑆ₘᵢₙ
 , 𝑤ℎ𝑒𝑟𝑒          0 < 𝑖 < 𝑗 … . (7) 

Finding the smallest possible answer is the objective of the fitness function, 𝐹𝑆𝑏 = 𝐹𝑆ₘₐₓ otherwise 𝐹𝑆𝑏 =𝐹𝑆ₘᵢₙ. 

Tracing mode is a sub-model that mimics how a cat might act when following a predetermined trail of objects. 

The cat's every-dimension velocities determine its movement while in tracing mode [3].  

                    vk,d = vk,d  + r1 ⨯ c1 ⨯ ( X best,d  - Xk,d), where  d = 1,2,..., M  .... (8) 

Xbest,d is the position of the cat, who has the best fitness value; Xk,d is the position of catk. c1 is a constant and r1 

is a random value in the range of [0, 1]. 

                           Xk,d   = Xk,d  +  vk,d      ..... (9). 

The action of the CSO algorithm can be clarified by: 

First thing to do: make N cats. 

The second step is to randomly assign velocities to each cat within the range of the maximum velocity and to 

sprinkle them into the M-dimensional solution space. Then, select a few cats at random and put them into tracing 

mode when it comes to MR, while the rest go into seeking mode. 

Step 3: Determine the fitness value of each cat by comparing their locations to the fitness function, which stands 

for the goal's criteria, and remembering the best cat. Remembering the location of the best cat (Xbest) is all 

that's needed because it represents the best solution up to this point. 

Fourth, change the cats' modes of operation based on their flags; if the cat is searching mode, put it through its 

seeking mode procedure; otherwise, put it through its tracing mode process.  
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Step 5: Select the same amount of cats again and put them in tracing mode per MR's instructions; then, put the 

remaining cats in seeking mode. 

Step 6: Enable the programme to exit, print the minimum and maximum flags, and verify that the termination 

condition is satisfied. In every other case, go back to steps 3–5. 

4. Hybrid method 

A hybrid method is one that optimises or solves a problem by combining numerous techniques or algorithms. 

The hybrid approach boosts the performance and overcomes the limits of swarm intelligence algorithms by 

integrating swarm intelligence techniques with other optimisation or search algorithms. 

The hybrid method that results from combining swarm intelligence algorithms with additional techniques, such 

classic optimisation algorithms or search tactics, can offer numerous advantages. Better exploration-exploitation 

trade-offs, quicker convergence to optimal or near-optimal solutions, and enhanced solutions are all part of these 

advantages [22].The ACO-SA hybrid algorithm is one of many such hybrid algorithms [23].Combined ACO-

DE [24].A hybrid method for mobile robot path planning [25]. 

5. Proposed new hybrid CSO with WSO (C-WSO)        

An optimization algorithm so-called the CSO algorithm was formed by drawing influence from the natural 

hunting and foraging strategies of cats. It can efficiently explore a solution space and find optimal solutions to 

optimization problems by means of a population-based method. 

The WSO optimization method is according to meta-heuristics to optimize optimization; it takes its cues from 

tactical force movements and classic war plans. A mix of global knowledge and local activity is necessary to 

find effective answers. 

By joining CSO and WSO, we hope to make the most of the benefits that each method offers. The ability of 

CSO to perform global exploration—that is, to undertake extensive searches of the solution space—is a great 

complement to WSO's primary focus on local exploitation. The procedure for improving quality is described in 

the following way by Equation (6):  

 

               Xw (t+1) = min flags +rand × (max flags - min flags) … (10). 

This allows for the solutions to be modified and improved upon in various ways. Through the process of 

exploring and making use of the solution space, this combination is an effective instrument for addressing 

optimization issues because it searches for optimal solutions. 
 

6. Computational experiments   

A total of fifty benchmark test functions are utilized in order to evaluate the effectiveness of the proposed C-

WSO. In this investigation, we provide both unimodal and multimodal functions, as shown in Tables 1 and 2, 

respectively.  

 

Table 1. Details of unimodal benchmark functions 

B.F

. 

Expression Fmin Range Dim. 

F1 

 

  𝑓(𝑥) = ∑ 𝑥ᵢ²𝑛
𝑖=1  

 0 [-100,100] 50 

F2 
𝑓(𝑥) = ∑ 𝑖𝑥ᵢ4 + 𝑟𝑎𝑛𝑑𝑜𝑚[0,1]

𝑛

𝑖=1

 0 [-1.28,1.28] 50 

F3 

 

 𝑓(𝑥) = ∑ |𝑋𝑖|ⁱ⁺¹𝐷
𝑖=1  0 [- 1,1] 

 

50 

 

F4 

 𝑓(𝑥) = ∑ |𝑋𝑖|

𝑛

𝑖=1

 
0 [-100,100] 

 

50 

 

F5  𝑓(𝑥) = 𝑚𝑎𝑥ᵢ ∑ |𝑋𝑖|𝑛
𝑖=1 , 1≤ i ≤ n 0 [-100,100] 50 

F7 
𝑓(𝑥) = 25 + ∑([𝑋𝑖])

𝑛

𝑖=1

 
25-6n [-5.12,5.12] 50 
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B.F

. 

Expression Fmin Range Dim. 

F8 𝑓(𝑥) = ∑ (𝑛
𝑖=1 ∑ 𝑥𝑖

𝑗=1 j)2 0 [-100,100] 50 

F9 
𝑓(𝑥) = ∑ |𝑥ᵢ| + ∏ |𝑥ᵢ|

𝑛

𝑖=1

𝑛

𝑖=1
 

0 [-100,100] 50 

F10 𝑓(𝑥) =  ∑ 𝑥ᵢ𝑛
𝑖=1

10 0 [-10,10] 50 

F11 

 
 𝑓(𝑥) = ∑ [(𝑥ᵢ − 1)2 + 100(𝑥ᵢ₊₁ − 𝑥ᵢ2)2]𝑛−1

𝑖=1  

 

0 [-30,30] 

 

50 

 

F12 𝑓(𝑥) =  ∑ (𝑥ᵢ2)𝑛−1
𝑖=1

(x2
i+1+1)  + (x2

i+1)x
i+1 0 [-1,4] 50 

F13 𝑓(𝑥) =(x1 -1)2 + ∑ 𝑖(2𝑥ᵢ2 − 𝑥ᵢ_₁ ) 𝐷
𝑖=2 ² 0 [-10,10] 50 

F14 
𝑓(𝑥) = ∑ (𝑥₄ᵢ_₃ 

𝐷
4

𝐼=1
+ 10𝑥₄ᵢ_₂)² + 5(𝑥₄ᵢ_₁ − 𝑥₄ᵢ)²

+ (𝑥₄ᵢ_₂ − 𝑥₄ᵢ_₁)⁴   + 10(𝑥₄ᵢ_₃ 
− 𝑥₄ᵢ)⁴    

  

0 [-4,5] 50 

F15 

𝑓(𝑥) = ∑(𝑥ᵢ)2 + (∑ 0.5𝑖𝑥ᵢ

𝑛

𝑖=1

)

2

+ (∑ 0.5𝑖𝑥ᵢ

𝑛

𝑖=1

)

𝑛

𝑖=1

4

 

0 [-5,10] 50 

F16 
𝑓(𝑥) = exp (− ∑(𝑥ᵢ/𝛽)²ᵐ) − 2

𝑛

𝑖=1

 
-1 [-20,20] 50 

F17 

𝑓(𝑥) = ∑[ ∑(𝑗 + 𝛽)(𝑥ͥⱼ −
1

𝑗ͥ
 )]²

𝑑

𝑖=1

𝑑

𝑖=1

 

0 [-di, di] 5 

F18 

 
f(x)= 2𝑥₁2 − 1.05𝑥₁4 +

𝑥ᵢ6

6
 + 𝑥₁𝑥₂ + 𝑥₂² 

 

0 [-5, 5] 

 

2 

 

F19 

 

f(x)=( 1.5- x₁ + x₁x₂)² +(2.25 - x₁+x₁x₂²)² +(2.625- x¹ 

+ x₁x₂³)² 

0 [-4.5,4.5] 

 

2 

 

F20 

 

f(x) = (x₁ + 2x₂ -7)² + (2x₁ +x₂ - 5)² 0 [-10,10] 

 

2 

 

F21 

 

f(x) = (x₁ +10)² + (x₂ + 10)² + e- x₁²- x₂² 

 

0 [-10,10] 

 

2 

 

F22 𝑓(𝑥) = 0.26(𝑥12 + 𝑥22) − 0.48𝑥₁𝑥₂ 0 [-10,10] 2 

F23 
𝑓(𝑥) = 0.5 +

𝑐𝑜𝑠2(sin(|𝑥2 − 𝑦2|)) − 0.5

(1 + 0.001(𝑥2 + 𝑦²))²
 

0.29257 [-100,100] 2 

F24 
𝑓(𝑥) = 2

𝑥13

3
− 8𝑥12 + 33𝑥1 − 𝑥1𝑥2 + 5  

+ [(𝑥1 − 4)2 + (𝑥2 − 5)2 − 4]² 

21.35 [-500,500] 2 

F25 

 

f(x) = 100(x₂ - x₁²)² + (1 - x₁)² 0 [-1.2,1.2] 

 

2 

 

Table 2. Details for multimodal benchmark functions 

B.F

. 

Expression Fmin Range Dim. 

F26 
𝑓(𝑥) = 418.9829𝑛 − ∑ −𝑥ᵢ𝑠𝑖𝑛√𝑥ᵢ

𝑛

𝑖=1

 
0 [-

500,500] 

50 
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B.F

. 

Expression Fmin Range Dim. 

F27 
𝑓(𝑥) = ∑[𝑥2ᵢ − 10 cos(2𝜋𝑥ᵢ) + 10]

𝑛

𝑖=1

 
0 [-

5.12,5.12] 

50 

F28 𝑓(𝑥) = 1+ ∑ 𝑠𝑖𝑛2(𝑥ᵢ) − 0.1𝑒(∑ 𝑥ᵢ²𝑛
𝑖=1 )𝑛

𝑖=1  0.9 [-10,10] 50 

F29 
𝑓(𝑥) = ∑(𝑥2 − 𝑖

𝑛

𝑖=1

)² 
0 [-

500,500] 

50 

F30 
𝑓(𝑥) = ∑ |𝑥ᵢ sin(𝑥ᵢ) + 0.1𝑥ᵢ|

𝑛

𝑖=1

 
0 [-10,10] 50 

F31 
𝑓(𝑥) =  ∑ ∈ ᵢ |𝑥ᵢ|ͥⁱ

𝑛

𝑖=1

 
0 [-5,5] 50 

F32 

𝑓(𝑥) = −20 𝑒
(−0.2√1

𝑛
∑ 𝑥ᵢ2𝑛

𝑖=1 )
− 𝑒

(
1

𝑛 ∑ cos(2𝜋𝑥ᵢ)𝑛
𝑖=1

)

+ 20 + 𝑒 

0 [-32,32] 50 

F33 
𝑓(𝑥) =  ∑ 8𝑠𝑖𝑛2( 7{𝑥ᵢ − 0.9}2)

𝑛

𝑖=1

+ 6𝑠𝑖𝑛2(14{𝑥ᵢ − 0.9}2) + (𝑥ᵢ
− 0.9)² 

1 [-

500,500] 

50 

F34 

𝑓(𝑥) = 1 − cos (2𝜋√∑ 𝑥ᵢ2
𝑛

𝑖=1
) + 0.1√∑ 𝑥ᵢ2

𝑛

𝑖=1
 

0 [-

100,100] 

50 

F35 
𝑓(𝑥) = 1/2 ∑ (𝑥ᵢ4 − 16𝑥ᵢ2 + 5𝑥ᵢ)

𝑛

𝑖=1
 

-39.16599 [-5,5] 50 

F36 
𝑓(𝑥) =

1

4000
∑ 𝑥ᵢ2 − ∏ cos (

𝑥ᵢ

√√𝑖
) + 1

𝑛

𝑖=1

𝑛

𝑖=1

 
0 [-

100,100] 

50 

F37 
𝑓(𝑥) = (∑ 𝑠𝑖𝑛2(𝑥ᵢ) − 𝑒∑ 𝑥ᵢ²𝑛

𝑖=1

𝑛

𝑖=1
)𝑒∑ 𝑠𝑖𝑛²(√𝑥ᵢ)𝑛

𝑖=1  
-1 [-10.10] 50 

F38 
𝑓(𝑥) = (∑ |𝑥ᵢ|

𝑛

𝑖=1
)𝑒− ∑ 𝑥ᵢ²𝑛

𝑖=1  
0 [-2ℼ,2ℼ] 50 

F39 𝑓(𝑥) = 0.1 [𝑠𝑖𝑛2(3𝜋𝑥ᵢ)  

+ ∑ (𝑥ᵢ − 1)2{1
𝑛

𝑖=1

+ 𝑠𝑖𝑛2(3𝜋𝑥ᵢ + 1)} + (𝑥ₙ − 1)2{1

+ 𝑠𝑖𝑛²(2𝜋𝑥ₙ)}]

+ ∑ 𝑢(𝑥ᵢ, 5,100,4)
𝑛

𝑖=1
 

 

0 [-50,50] 50 

F40 𝑓(𝑥) = 𝜋/𝑛 [10𝑠𝑖𝑛(𝜋𝑥ᵢ)

+ ∑ (𝑥ᵢ − 1)2{1 
𝑛

𝑖=1

+ 10𝑠𝑖𝑛2(𝜋𝑥ᵢ₊₁)} + (𝑥ₙ − 1)2]

+ ∑ 𝑢(𝑥ᵢ, 5,100,4)
𝑛

𝑖=1
 

 

0 [-50,50] 50 

F41 f(x) =x²+y²+ 25(sin²(x)+sin²(y)) 0 [-5.5] 2 
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B.F

. 

Expression Fmin Range Dim. 

F42 𝑓(𝑥) = −200𝑒2√𝑥2+𝑦2
+ 5𝑒cos(3𝑥)+sin (3𝑦) -195.629 [-32,32] 2 

F43  f(x) = Cos(x)sin(y) - 
𝑥

𝑦2+1
 -2.02181 [-1,2] 2 

F44 𝑓(𝑥) = sin(𝑥) 𝑒(1−cos(𝑦))2 
+ cos (𝑦)𝑒(1−cos (𝑥))² -106.7645 [-2𝜋,2𝜋] 2 

F45 f(x) = 4𝑥₁² -2.1𝑥₁⁴+⅓ 𝑥₁⁶+𝑥₁𝑥₂-4𝑥₂²+4𝑥₂⁴ -1.0316 [-5,5] 2 

F46 
𝑓(𝑥) = ( 𝑥₂ −  

5.1

4𝜋2
𝑥₁2 −

5 

𝜋 
 𝑥₁ − 6)

2

+ 10 (1 −  
1

8𝜋
) cos(𝑥₁) + 10 

0.397887

3 

[-5,10] 2 

F47 
𝑓(𝑥) =  − ∑ 𝑐ᵢ𝑒(∑ 𝑎ᵢⱼ{𝑥ⱼ−𝑝ᵢⱼ}²3

ⱼ=1 )
4

𝑖=1
 

-3.862782 [0,1] 3 

F48 
𝑓(𝑥) =  ∑ 𝑐ᵢ𝑒(∑ 𝑎ᵢⱼ{𝑥ⱼ−𝑝ᵢⱼ}²6

ⱼ=1 )
4

𝑖=1
 

-3.32237 [0,1] 6 

F49 𝑓(𝑥) = −0.0001(|sin (𝑥)sin (𝑦)exp (100

−
√𝑥2 + 𝑦2

𝜋
)| + 0.1)⁰˙¹ 

-2.062 [-10,10] 2 

F50 f (x) =  |𝑥²+𝒚²+𝑥𝒚|+|sin(x)|+| cos(𝒚)| 1 [-

500,500] 

2 

  

7. Results and discussion  

To evaluate the effectiveness of C-WSO, we compare it to the WSO that was initially developed. In order to 

evaluate the performance of WSO and C-WSO, we do ten different runs of each benchmark function, each of 

which has a population size of fifty and a maximum of one thousand iterations. The mean, the standard 

deviation, and the median were the three performance evaluation metrics that utilised C-WSO. The mean was 

the best fitness value, and the standard deviation was the standard deviation. As can be seen in Figures 2-7, 

the findings indicate that C-WSO exceeds WSO in terms of performance. 

Here is a quick rundown of how C-WSO and WSO compare: 

F2, F4, F5, F6, F7, F9, F11, F13, F16, F17, F21, F23, and F24 are among the unimodal benchmark test functions 

where the suggested C-WSO outperforms WSO. All other functions yielded unaltered results.  

F26, F29, F30, F31, F32, F34, F38, F39, F40, F44, F45, F46, F47, F48, F49, and F50 are among the multimodal 

benchmark test functions where the proposed C-WSO outperforms WSO. All other functions yielded identical 

findings.  

The results showed that the suggested C-WSO improved the capabilities of exploration and exploitation 

operations, which means that meta-heuristics can accurately explore the search space. All of the measurements 

used in this study are compared between C-WSO and WSO in Figures 2–7. This optimization methodology can 

be adopted in all areas of science and technology including RF and microwave engineering [26-30]. 

 
Figure 2.Comparison of Fitness Value (Mean) between WSO and C-WSO for unimodal functions 
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Figure 3. Comparison of Fitness Value (Mean) between WSO and C-WSO for multimodal functions 

 

 
Figure 4. Comparison of ST.D. Value between WSO and C-WSO for unimodal functions 

 

 
 Figure 5. Comparison of ST.D. Value between WSO and C-WSO for multimodal functions 
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Figure 6. Comparison of Median Value between WSO and C-WSO for unimodal functions 

 
Figure 7. Comparison of Median Value between WSO and C-WSO for multimodal functions 

 

 

8. Conclusion 

Using a hybrid approach, the Water Search Optimization (WSO) algorithm has been made more efficient in 

solving optimization issues. A hybrid approach, C-WSO, combining WSO and CSO is suggested in this 

research. Fifty benchmark test functions were used to assess the performance of the suggested approach. When 

compared to the original WSO algorithm, the findings show that C-WSO is far better. Improved performance 

is evident from its higher fitness function values (Mean), St.d., and Median compared to WSO. This paper 

demonstrates that the hybrid C-WSO method outperforms WSO in terms of efficiency and performance by 

optimizing solutions for various test functions. 
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