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ABSTRACT   

Tukey GH is a transformed normal distribution, having two parameters (g,h). The g parameter represents 

skew measuring, and the h represents kurtosis measuring. Our motivation is to affect these parameters on the 

behavior for a simulation data and real data, such as the Iraqi stock market Index (ISX60) and the Standard 

and Poor’s (SP500) index using the Bayesian framework. Then, our aim is to find the estimation for the 

parameters in this distribution using empirical and parametric Bayesian methods, and study the effective on 

the simulation and real data. The simulation study will be shown the behavior of the parameters with a 

different number of sampling and prior distributions. We will use the real data from ISX60 and SP500 index. 
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1. Introduction  

The Tukey gh distribution is transformation of standard normal distribution, when the function is nonlinear. The 

tukey gh distribution deals with skewness and kurtosis. The normal distribution may be having some problems 

such as heavy tails and kurtosis. Therefore, the tukey gh distribution have taken four parameters, the first and 

second parameters (a,b), the third parameter g which represents the skewness aspect and the fourth parameter h 

which represents the kurtosis aspect [1, 2, 3]. 

Our motivation is to attempt to do some statistical Inference for these parameters. It is to study the effective on 

the behavior of the tukey gh distribution. In this paper, we will estimate g and h parameters using some different 

Bayesian methods such as Empirical and Parametric Bayesian methods. In literature review, Tukey (1977) 

discussed TGH distribution with some properties of it [1]. There are many articles about the TGH distribution 

and its properties but we will focus on the articles which is represented the estimation the parameters of the 

TGH distribution within the previous. Xu  and Genton (2015) suggested the efficient maximum likelihood 

inference for TGH distribution [4]. Bee and Trapin (2016) presented the novel approach of Approximate 

Bayesian Computation (ABC) for the gh distribution using simulation and real data [5]. Linda Mostel 

et.al.(2019) estimated the parameters of the tukey-type distribution using Non- Bayeian methods as comparative 

analysis [6]. 

The paper is organized as follows: Section 2 reviews the Tukey gh distribution and its properties. Section 3 

introduces the Empirical Bayesian method. Section 4 present Parametric Bayesian method to estimate our 

parameters. Section 5 and 6, respectively, give the results of our simulation and real data study. Finally, Section 

7  we present some issues for further work. 

 

2. Tukey g-h distribution 

Tukey (1977) presented a new generalized of g-h distribution to study the effect the skewness (g) and kurtosis 

(h) parameters using two nonlinear transformations [1]. The formula can be defined as follows: 

𝑦 =
1

𝑔
[𝑒𝑥𝑝(𝑔𝑧 − 1)𝑒𝑥𝑝 (

ℎ𝑧2

2
)]         𝑤𝑖𝑡ℎ 𝑔 ≠ 0, ℎ𝜖𝑅               (1) 
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where, 

z is a standard normal distribution; 

g represents skewness parameter; and 

h represents kurtosis parameter. Because the equation (1) cannot solve as usual. So, we will use another 

formula as: 

𝑦 = 𝑎 + 𝑏𝑧 (
𝑒𝑥𝑝(𝑔𝑧) − 1

𝑔𝑧 ) exp (
ℎ𝑧2

2
)               (2) 

where, 

a represents the location parameter; and 

b represents the scale parameter. If the distribution does not include kurtosis that means h=0, then it can 

be rewritten the equation (2) as follows: 

𝑦𝑔 = 𝑎 + 𝑏𝑧 (
𝑒𝑥𝑝(𝑔𝑧) − 1

𝑔𝑧 )               (3) 

The equation (3) is called g-distribution that means the distribution has only skewness property. On the 

other hand, if the distribution does not have skewness property (symmetry), that means g=0, then it can 

be rewritten the equation (2) as follows: 

𝑦ℎ = 𝑎 + 𝑏𝑧 𝑒𝑥𝑝 (
ℎ𝑧2

2
)               (4) 

The equation (4) is called h-distribution that means the distribution has only kurtosis property. 

We shall explain some statistical properties of the Tukey gh distribution. First of all, this distribution is 

a continuous random variable. So, we can write the probability density function as [5, 9]: 

𝑓𝑥(𝑥𝑝) = 𝑓𝑥(𝐴 + 𝐵𝑦𝑝) =
1

𝐵
𝑡𝑔, ℎ(𝑦𝑝),               (5) 

where, 

xp is the pth quantile of 𝑥,    0.5 <  𝑝 <  1 

yp is the pth quantile of 𝑦. 

Furthermore, the cumulative distribution function of the Tukey gh distribution, Fy can be denoted as: 

∫ 𝑓𝑢

𝑏

𝑎

(𝑣)𝑑𝑢 = 𝐹𝑢(𝑏) − 𝐹𝑢(𝑎)                (6) 

where, 

𝑎 = 𝑇𝑔,ℎ
−1(𝑎) represents the inverse transformation of the Tukey gh distribution. 

𝑏 = 𝑇𝑔,ℎ
−1(𝑏) represents the inverse transformation of the Tukey gh distribution. 

The equation (6) can be solved numerically because it is not explicit form. 

 

3. The empirical Bayesian method 

We will use the empirical Bayesian because the maximum likelihood function is not explicit formula. So, we 

will Approximated Bayesian computation (ABC) method. The main idea of ABC is to sample from 

approximated posterior distribution P̂(θ|y1, … , yi), under some statistical conditions as shown in [5]. We will 

use algorithm of (ABC) as shown in [7], as follows: 

- Draw  a, b, g and h  from the prior distribution  𝜋(.);  

- Generate y.  

- Accept   a, b, g and  h  with a normalized Markov kernel, otherwise re-sample our parameters again. 

 

4.The parametric Bayesian method 

 As we have known that the parametric Bayesian method depends on the maximum likelihood function and 

prior distribution of the our parameters. So, the parametric Bayesian method can be written as: 

𝜋(𝑦𝑛|𝑦1, 𝑦2, … , 𝑦𝑛−1) = 𝜋(𝑦1, 𝑦2, … , 𝑦𝑛) × 𝐿(𝑦1, 𝑦2, … , 𝑦𝑛)              (7) 

 

where, 

𝜋(𝑦𝑛|𝑦1, 𝑦2, … , 𝑦𝑛−1) is a posterior probability; 

 𝜋(𝑦1, 𝑦2, … , 𝑦𝑛) is a prior probability; and 
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𝐿(𝑦1, 𝑦2, … , 𝑦𝑛) is a maximum likelihood function. 

 As we mentioned before, the Tukey gh function can be solved numerically. So, the exactly maximum 

likelihood function does not exist. Therefore, the formula of likelihood function can be written as 

follows [1]: 

𝐿(𝜂|𝑦1, 𝑦2, … , 𝑦𝑛) = Π𝑖=1
𝑛 [

𝑓𝑧[𝑇−1(𝑢𝑖; 𝜃)]

𝜎𝑇[𝑇−1(𝑢𝑖; 𝜃)]
]               (8) 

Where 𝑢𝑖 =
𝑦𝑖−𝜇

𝜎
 

The equation (8) has solved approximately. Then, we will use the approximated likelihood function. We will 

use the parametric Bayesian estimating using Markov chain Monte Carlo (MCMC) to find the posterior 

distribution for a, b, g and h, using Metropolis Hasting (MH) Algorithm, where 𝜃 = [𝑎, 𝑏, 𝑔, ℎ]. 
 The (MH) Algorithm is the discrete stochastic process by accepting-rejecting method to arrive for the target 

distribution [2]. So, the (MH) Algorithm is: 

• Draw 𝜃~𝜋(𝜃)  
• Set 𝑖 = 1,2 …, 

- Sampling  𝜃∗ from the proposal distribution, 𝑖. 𝑒. , 𝜋(𝜃∗|𝜃𝑖−1) 

- Compute the ratio: 

𝑟𝑔 =
𝜋(𝜃∗|𝑦)

𝜋(𝜃𝑖−1|𝑦)
 , 

 

 

- Set 

𝜃∗ = {
𝜃∗                       𝑤𝑖𝑡ℎ 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 min (1, 𝑟𝜃)                         

𝜃𝑖−1                                          𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 

Now, we will apply our methods using simulation and real data. 

 

 

5. Simulation study 

We will apply our methods to estimate the parameters 𝜃 = [𝑎, 𝑏, 𝑔, ℎ] using Bayesian methods. We simulate 

the tukey gh distribution when 𝜃 = [𝑎 = 0.1, 𝑏 = 0.9, 𝑔 = 0.01, ℎ] with different samples 𝑁 = [100, 125, 150] 
and iteration =10000, using R Programmed [8]. 

For The sample N= 100, we will estimate the parameters in the tukey gh distribution using ABC and MCMC 

methods when n= 100. Figure 1 presents the estimation of 𝜃 = [𝑎, 𝑏, 𝑔, ℎ] when N=100 using ABC method. 

It is clear that we get the good trace plot of a,b, g and h whereas the bad trace plot of B. Figure 2 presents the 

estimation of 𝜃 = [𝑎, 𝑏, 𝑔, ℎ] when N= 100 using MCMC method. It is clear that we get the good estimation of 

all parameters. 

         

 
Figure 1. The posterior distribution of all parameters through the trace plot using ABC method when N=100 
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Figure 2.  The posterior distribution of all parameters through the trace plot using MCMC method when 

N=100 

By the same way, we estimate the parameters 𝜃 = [𝑎, 𝑏, 𝑔, ℎ] when N=125 using ABC and MCMC methods. 

Figure 3 shows the estimation of parameter 𝜃 = [𝑎, 𝑏, 𝑔, ℎ] when N= 125 using ABC method. In general it is 

obviously that the good estimation for all parameters, particularly A and g. 

Figure 4 presents the estimation of parameters 𝜃 = [𝑎, 𝑏, 𝑔, ℎ] when N= 125 using MCMC method. It is clear 

that the good estimation for all parameters. 

 

 
Figure 3. The posterior distribution of all parameters through the trace plot using ABC method when N=125 

 

 

 
Figure 4. The posterior distribution of all parameters through the trace plot using MCMC method 

when N=125 
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Now, we apply ABC and MCMC method for estimating 𝜃 = [𝑎, 𝑏, 𝑔, ℎ] when N= 150. Figure 5 presents the 

estimation of parameters 𝜃 = [𝑎, 𝑏, 𝑔, ℎ] when N= 150 using ABC. It is a good estimation for A, g and rather 

h. 

Figure 6 shows the estimation of parameters 𝜃 = [𝑎, 𝑏, 𝑔, ℎ] when N= 150 using MCMC. It is a good estimation 

for all parameters. 

         

 
Figure 5. The posterior distribution of all parameters through the trace plot using ABC method when N=150 

 
Figure 6. The posterior distribution of all parameters through the trace plot using MCMC method when 

N=150 

 

6. Real data 

We have adopted the index of stock market in Iraq, which is called (ISX60). We get the real data from 2017- 

2019 daily data. Figure 7 shows the daily data for ISX60. We will use the rate of return for ISX60. We applied 

ABC and MCMC methods for ISX60. Figure 8 presents the estimation of parameter a, b, g and h, using ABC 

method. It is clear that the results for our data are bad estimations for all parameters. Figure 9 shows the 

estimation of parameters a, b, g, h using MCMC method. It is clear that the good estimation for all parameters 

using MCMC method. 

 
Figure 7. The movement of daily ISX60 index for 2017-2019  
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Figure 8. The posterior distribution of all parameters through the trace plot using ABC method for ISX60 

 

 

 
         

 
Figure 9. The posterior distribution of all parameters through the trace plot using MCMC method for ISX60 

 

 

We have used the index of standard and Poor’s in USA, which is called (SP500). We get the real data 2022 

daily data. Figure 10 shows the daily data for SP500. We will use the rate of return for SP500. We applied ABC 

and MCMC methods for SP500. Figure 11 presents the estimation of parameter a, b, g and h, using ABC method. 

It is clear that the results for our data are bad estimations for all parameters. Figure 12 shows the estimation of 

parameters a, b, g, h using MCMC method. It is clear that the good estimation for all parameters using MCMC 

method. 

 

 

Figure 10. The movement of daily SP500 index for 2022  
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Figure 11. The posterior distribution of all parameters through the trace plot using ABC method for SP500 

 

 

 
 

Figure 12. The posterior distribution of all parameters through the trace plot using MCMC method for SP500 

 

7. Conclusion and further work 

In this paper, we have applied some Bayesian methods for the Tukey gh distribution with different sampling 

size (n= 100, 125, 150), and then applied for real data such as ISX60 and SP500 index. We can conclude that 

the good method of estimating all parameters in simulation and real data is MCMC. I plan to apply the 

nonparametric Bayesian method to estimate all parameters because the likelihood function is very difficult to 

find it. 
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