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ABSTRACT   

For businesses to be successful, they need to be able to predict an employee's future performance. Because 

the employee is the most important component of an organization, and the failure or success of an 

organization is depending on an employee's performance, this has become a major concern for decision-

makers and managers in almost all types of businesses when it comes to putting plans in place to locate a 

team of experts. As a result, management gets personally invested in the accomplishments of these workers. 

In particular, to ensure that the most convenient employment is given to the most qualified candidate at the 

most appropriate moment. Analytical forecasting is a current trend in human resources. Data mining is 

helpful in the realm of predictive analytics. Clustering of K-Means and classification of Nave Bayes (NB) 

are included in the proposed framework for better outcomes in the analysis of employee performance 

information, running in tool of WEKA, in order to make better-informed decisions on the performance of 

their employees, combining NB and K-Medoids  improves the ACC of forecasting performance of employee. 

When compared to K-Means and NBs. The proposed methodology enhances employee performance 

prediction accuracy. 
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1. Introduction 

Managers in practically every industry, including government, commercial enterprise, and higher education, 

have turned to human resources as a top priority [1]. Corporate employers are concerned about selecting the 

right staff for the right time slots. After hiring personnel, in order to keep the top performers, management was 

concerned about their performance [2] by implementing performance systems. DMis a young and promising 

knowledge finding and information domain [3]. 

When you use database management (DM) techniques, you can learn how to get information out of the database 

and get knowledge out of it. People who work for DM do a lot of different things, like clustering and classifying. 

The classification approaches are supervised learning algorithms that divide data into limited labels. It's one of 

classifying raw data using the most important DM methods[8] [9]. In order to foresee future data patterns, 

classification algorithms frequently use models [10]. NB [11] is one of the most well-known classification 

algorithms. [12] Classification of the target class is another way used to anticipate it. It is based on probabilities, 

but it also gives a specific approach for developing other algorithms of learning [13]. As a result, the results of 

this classification are more exact, productive, and relevant to new data introduced into the dataset [14]. 

A successful firm is one that is able to recognize and reward its employees for their efforts. Because each 

employee performs differently, not all employees should be treated the same [15]. By utilizing its algorithms, 

DM can support the business. The clustering algorithm and the NB of the data mining technique can be 

employed to find the important proof features of an organization's future forecast [16]. For future prediction, 
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clustering is the most often utilized method for grouping data into groups having similar proof characteristics 

as a way to optimize the degree of inter-class similarity or decreased [17]. 

 

2. Statement of problem  

Evaluation of employee performance is one of the more challenging processes because it aims to inform each 

employee about his or as well as making decisions about her future career advancement and salary. It also 

identifies parts of the a location of business that has to be upgraded or modified. Resources of human in the 

public sector of most other firms utilize typical evaluation methods that don't allow them to accurately measure 

their results. As a result, several past studies have used algorithms of supervised classification  in data mining 

to build a performance forecasting model for their staff. Multiple factors that may or may not be beneficial in 

class prediction are included in the category-dependent variable dataset are included in supervised classification 

problems. Unsupervised learning analyzes an unlabeled dataset and attempts to uncover a latent structure in it, 

such as grouping. Using clusters in the data set, this research shows how to improve the classifier's performance 

by employing k-means clustering. 

3. Literature survey 

In this 2012 study, data mining was applied to construct a staff efficiency can be predicted using a grading 

model. Data Mining (DM) was employed in the building of classification model to create rules that was gathered 

via a questionnaire to 130 IT personnel.  Many tests were conducted to validate the constructed model using 

Three algorithms were evaluated using Hold-out (60 percent) and Fold Cross-Validation: ID3 accuracy of 50 

percent and 43.7 percent, C4.5 (J4.8) accuracy of 60.5 percent and 56.2 percent, and Nave Bayes accuracy of 

65.8% and 68.7% [18]. Employee performance data from the Kenya School of Government's Human Resources 

Department was used to compile this study in 2016. Classification was carried out using three different 

algorithms from DM, including NB, C4.5, and ID3 to find the best one. The data was collected over a five-year 

period and consisted of 206 assessment reports based on 14 performance criteria. There are two datasets for this 

collection of information. When comparing the accuracy of multiple categorization systems, it was found that 

ID3 was 64.5 percent accurate, NB was 80.33 percent accurate, and C4.5 (J4.8) was 82.60 percent accurate. In 

2019, this research proposed the forecasting of an employee's performance in a company using the 

categorization of the NB technique, which was used to construct the prediction model. Details about 310 

employees were included in the analysis. Among the dataset's parameters are 28. According to the data, NB 

accurately evaluated 95.48 percent of the cases [20]. In 2019, this article looks at the possibility of using 

classification algorithms to actual data acquired from the Ministry of Civil Aviation of Egypt during a survey 

of 145 employees to construct a predictive employee performance model. After data preparation and 

preprocessing, classification begins. Applying algorithms, NB, DT, and SVM to create an employee's 

performance prediction model, it was shown that the best results for ACC of C4.5 (J48), Nave Bayes and SVM 

were equal to 79.31 percent, 82.07 percent, and 86.90 percent correspondingly [21]. 

 

4. Methods and materials  

4.1. Clustering of K-means  

It is a popular clustering method. This technique is the most often used method for research and industrial 

clustering [22]. k centroids, one for each cluster, are the primary focus of k-means analysis [23]. These centroids 

must be positioned in a novel way because of numerous reasons. As a result, the safest choice is to keep them 

as far apart as possible [24]. 

In a given data collection, each data point corresponds to a new center and represents the next phase in the 

process. The first step is taken if there is no need for an early group. In this situation, the cluster center should 

be updated from the beginning. Figure1 depicts the K-Means in broad description [24] [25] after finding . We'll 

use these new centroid coordinates to create a new link between our existing datasets and the one nearest to us. 

We've formed a loop, which implies the k centroids are gradually shifting their positions until they can't move 

any further. In other words, centroids are no longer shifting. After a certain point, the total can no longer be 

reduced any further using this procedure. There is a result in Figure1 [26] of a group of clusters that are compact. 

This algorithm's goal is to reduce to the minimum possible value [27]. It is most commonly utilized in 
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applications such as market research, forecasting, etc. The K-means Algorithm [28] [29] has numerous 

advantages and downsides, some of which are listed in Table1. 

 

  

 

Advantages Disadvatages 

Simple to implement. 
The number of clusters is difficult to anticipate (K-

Value). 

K-Means may be more computationally 

efficient than hierarchical clustering when 

there are many variables (if K is small). 

The first seeds have a significant impact on the 

eventual outcome. 

If you're looking for the best clusters, k-

Means may be the way to go. 

The sequence in which the data is presented has an 

effect on the final outcome. 

 

 
 

 

  

4.2. Classifier of naïve bayes  

It is a statistical categorization model that is based on maximum posterior hypothesis and bayes theorem. This 

system of categorization is so widely used because it is so simple to use [30]. According to probability 

computations, NB can forecast the chance of membership in a class of tuple data that will be entered into a 

certain class. In the field of machine learning, this method is frequently employed because it is known to be 

accurate with simple computations. NB relies on a strong and straightforward premise of independence in its 

construction. There are three clusters in the NB classifier, and each one is further subdivided into more precise 

categories (Figure 2). Using Nave Bayes algorithms has several advantages and disadvantages, some of which 

are listed in Table2 [35] [36]. 

 

Table 2. The Benefits and Drawbacks of the Nave Bayes Classifier 

Advantages Disadvatages 

This classifier is extremely accurate if the 

independent assumption holds. 

If the independent assumption is not met, 

performance will be very poor. 

Table 1. A Comparison of K-means' Pros and Cons Clustering 

[30] 

Figure 1. K-Means Clustering [31] 
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It's simple to implement because all that needs 

to be done is calculate the likelihood. 

When the probability of a feature in a class is 

zero, smoothing is an over-head and a must-do 

step. 

Text classification, for example, benefits from 

its high dimensionality. 

Due to the product of several small 

probabilities (e.g. 0.053), vanishing value is 

also a concern. 

 

 

 

 

4.3. Measures of performance 

 We examined the performance of the classifiers using several criteria, including Accuracy (ACC), Precision, 

and Recall. An algorithm's accuracy in a given test range is measured by the classifier's accuracy coefficient 

(ACC). Confusion matrices are used to determine the relevant parameters such as (TP) True Positive : a positive 

example that has been labeled, (FN) False Negative: incorrectly labeled as a bad example, (TN) True Negative 

: a negative example that is labeled , and (FP) False Positive: example that should have been classed as negative 

but was instead is now considered positive. Formula 1 can be used to compute the ACC. According to the 

formula2 below, precision is defined as the percentage of advised products that were ingested by the consumer.  

Recall is defined as the following formula3 as to which items the user ingested out of all those advised. Provide 

enough information for the work to be duplicated. Only relevant adjustments should be stated when referencing 

previously published methods [37] [38]. 

 

             𝐴𝐶𝐶 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
                                                                                                                              (1) 

                  Precision =
TP

𝑇𝑃+𝐹𝑃
                                                                                                                           (2) 

 

       Recall =
𝑇𝑃

𝑇𝑃+𝐹𝑁
                                                                                                                               (3) 

 

4.4. Proposed Method 

In order to enhance the categorization model's accuracy, we merged the NB with K-means. When this 

classification is used with K-means clustering, promising results have been obtained, making NB one of the 

most successful learning techniques. A flow-chart for the hybrid model method is shown in Figure 3. K-Means 

clustering and NB classifier are the first two algorithms. K-Means demonstrates numerous procedures for 

cleaning a cluster analysis dataset of any noise or erroneous employee data. This information is derived from 

past studies that have been mentioned in reviews of literature. Following data preparation, as a result, we've 

worked on creating classification and clustering models.A set of characteristics has been chosen to assess the 

efficacy of prior studies. Personal information, educational background, and professional experience are all 

included in the qualities. This information was utilized to forecast employee performance. To determine training 

data, the clustering procedure utilizing the K-Means algorithm is conducted initially in the first phase. There 

Figure 2. Naïve Bayes Classifier 
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are numerous levels of performance evaluation for employees, in the form of the adjectives “excellent,” “very 

good,” “good,” “average,” or “bad,”when it comes to collecting performance data. The NB method will be used 

to test the data in the second phase. In the K-mean, the centroid is the first step. Using formula4, this centroid 

calculates the distance between the centroid and data points. 

𝑑(𝑎, 𝑏) =  √(𝑎1  −  𝑏𝑛 )2  + ⋯ + (𝑎𝑛  −  𝑏𝑛 )2                                                                           (4) 

Then, for each row of data, explain the class cluster. When all of the data has been grouped, aggregated values 

for each metric and each cluster is calculated. If the centroid value for each variable is not equal to the average 

values for that variable, the distance calculation must be repeated until the average data for each variable equals 

the centroid value. Use of the NB classifier and in this hybrid technique, the K-means clustering algorithm is 

used. is explained. It's still necessary to improve NB's prediction of employee performance even when it's good 

at classifying employees. This hybrid strategy is a blend of clustering and classification. Naïve bayes can 

proceed data with a lot of dimensions and can learn quickly. The hybrid approach's clustering method 

necessitates the original dataset's layout and penalty factor parameters, and the number of clusters, and the NB 

kernel to the training dataset. To put it another way, the number of clusters k is the focus of this framework. 

The calculation time is sped up by removing superfluous and redundant features. Data is partitioned into k 

clusters using K-means, which maintains its original dataset structure in the process. The final step is to apply 

NB [39] [40]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3. depicts the proposed hybrid framework's flowchart 
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5.   Results and discussion 

Clustering of K-means is used to assemble the information, and then the NB algorithm is used to classify it. 

Data was obtained from prior publications, which were employed as a test case in this study. When the dataset 

is put to the test, the previous label is ignored and the new data is labeled with k-means clustering. As a test 

tool, use to the original dataset using clustering techniques and the data should be broken down into the 

appropriate number of groups, such as dividing the data of 145 employees into three clusters based on the total 

number of labels. Next, make use of the NB algorithm for classification to anticipate the findings of employee 

performance data. Investigate how categorization might be improved through clustering and integration. Table 

3 shows the findings of the employee performance data that was computed using theWeka. Using formulas 1, 

2, and 3 from the earlier section of this research, in terms of ACC, precision, and recall, the results are shockingly 

superior. 

 

 

 

Dataset Algorithm ACC% Precision% Recall% 

 
K-Means 70.11% 80% 77% 

130 

Employee 
Naïve Bayes 65.80% 70% 69% 

 
K-Means+Naïve Bayes 80% 85% 79% 

 
K-Means 84.50% 86.50% 87% 

206 

Employee 
Naïve Bayes 80.33% 82.44% 85% 

 
K-Means+Naïve Bayes 91.29% 89.90% 88.70% 

 
K-Means 96.20% 92% 90% 

310 

Employee 
Naïve Bayes 95.48% 91.20% 88% 

 
K-Means+Naïve Bayes 98.56% 99% 99.80% 

 
K-Means 85.70% 87.99% 89% 

145 

Employee 
Naïve Bayes 82.07% 85% 80.70% 

 
K-Means+Naïve Bayes 92.24% 90.70% 92% 

 

 

Table 3.  Result 

Figure 4. The comparison shows which method is more accurate 
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According to the data in Table 3 and the graph in Figure 4, K-means is superior to NB in terms of accuracy, and 

the combination of NB and K-Means outperforms the other algorithm on its own. Because the initial step in K-

Means clustering is to choose a centroid value, clusters generated by this algorithm still employ a random 

centroid. The original method, which uses K-Means to describe a random centroid, yields a more complex and 

time-consuming outcome. In order to classify the next set of tests, use the NB. The most of the data according 

to the original class, they've been placed together in the phase where K-Means clustering is used. This is the 

effect of NB classification, which necessitates a large amount of training data in order to perform an optimal 

classification procedure. K-Means algorithm generates an strating centroid at random, making the quality of 

grouping accuracy reliant on it. The accuracy results will be lower if the centroids are inaccurate. K-Means and 

the naïve bayes are integrated so that the procedure for calculating the centroid's initial position K-Means has 

an impact on the accuracy. The impact can be decreased, though, by using the NB classifier, which provides 

greater accuracy, though not as good as the proposed technique. 

6. Conclusions and future work 

In order to improve data accuracy, this study advocated combining K-Means and NB. Data mining algorithms 

with data on employee performance. The proposed method yields more accurate findings. Although the K-

Means technique's initial centroid determination is done at random, the impact can be decreased by using the 

NB classifier approach, which improves ACC and increases the accurateness of the current techniques. Depend 

on the results, it can be inferred that the suggested strategy can enhance data on employee performance forecasts. 

In the K-Means approach, the initial centroid determines the quality of grouping accuracy, which is dependent 

on the starting centroid. K-Means Clustering was utilized to illustrate the results of other algorithms employed 

in the literature study, such asSVM, C4.5, and ID3 for future investigation. 
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