Comparison between the estimated of nonparametric methods by using the methodology of quantile regression models
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ABSTRACT

This paper study two stratified quantile regression models of the marginal and the conditional varieties. We estimate the quantile functions of these models by using two nonparametric methods of smoothing spline (B-spline) and kernel regression (Nadaraya-Watson). The estimates can be obtained by solve nonparametric quantile regression problem which means minimizing the quantile regression objective functions and using the approach of varying coefficient models. The main goal is discussing the comparison between the estimators of the two nonparametric methods and adopting the best one between them.
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1. Introduction

Quantile regression was first proposed by Koenker and Bassett in 1978, to conduct inference about conditional quantile functions, and instead of depicting the behavior of E (Y | X). As a result, quantile regression is capable of providing a more complete statistical analysis of the stochastic relationships among random variables, and a more comprehensive picture than just one mean function. First, we must define the quantile function of a random variable Y which denoted as ., where it is the inverse function of the cumulative distribution function ., that is:

\[ F_Y(y) = F(y) = P(Y \leq y) = P\left([(-\infty,y]\right) \]

\[ Q_Y(q) = F^{-1}_Y(q) = \inf\{y \in \mathbb{R}: F(y) \geq q\} \]

Where \( F_Y(y): \mathbb{R} \rightarrow [0,1] \) of a random variable Y and \( q \in (0,1) \). If \( F \) is continuous, strictly increasing on \([a, b]\), then \( Q \) is continuous, strictly increasing based on \([F(a), F(b)]\) and \( Q_Y(q) = y \) if \( F_Y(y) = q \).

Quantile regression is a statistical tool intended for estimate purposes. There are several various techniques with applications about the quantile regression. These techniques are classical linear quantile regression, nonparametric quantile regression and the modified quantile regression besides the applications such as examining the effects of growth trajectories over time for risk prediction [1], [2].

The success which achieved by using the univariate quantile pushed the researchers to start to expand it to multivariate quantiles. Nevertheless, they found serious problems because the lack of a natural basis for ordering multivariate data, that means not possible to generalize the natural order for \( \mathbb{R}^p \) when \( p \geq 2 \). The
nonparametric method plays an important role to study the dependence of the quantiles of a multivariate response conditional on a set of covariates. The number of covariates varies according to study requirements [3], [4].

We study the varying coefficient models where response, covariates, and regression coefficients are allowed to vary with t. These models allow to extend the applications of local regression techniques from one-dimensional to multidimensional to allow the regression coefficients to vary in a smooth way with another variable, for instance time. Note that varying coefficient models are particularly useful in longitudinal analysis [5].

In this paper, we study the first stage of estimate the bivariate quantile function or (reference quantile contours) which represented by use the nonparametric method to estimate the quantile functions of two stratified quantile models (marginal and conditional models) Each of them separately, and comparison between the estimators of the two nonparametric methods, where the estimates can be obtained by solve nonparametric quantile regression problem. The nonparametric methods used here are B-splines which represent one type of smoothing splines and kernel regression (Nadaraya-Watson).

2. Theoretical and dynamic sides to estimate quantile function

Let \( \{Y_{i,j}, X_{i,j}, t_{i,j}\}; i = 1, ..., n; j = 1, ..., m_i \) a random sample consisting of n subjects. \( Y_{i,j} = (Y_{i,j,1}, Y_{i,j,2}) \) is the \( j^{th} \) pair of measurements of the \( i^{th} \) subject at time \( t_{i,j} \) which have finite support \([0, T]\), since, \( T \) some constant but not necessary evenly spaced for each \( i \) with \( X_{i,j} = (X_{i,j,1}, X_{i,j,2}, ..., X_{i,j,d}) \). Where: \( X \) as \( d \) -dimensional associated covariates and \( Y \) as \( p \) -dimensional measurement vector [1].

Quantile regression estimates conditional quantiles without the requirement of normality, then the estimating of quantiles of some \( p \) -dimensional response \( Y \) Conditional on the values \( x \in \mathbb{R}^d \) of some covariates \( X \).

When \( (p = 1) \) -dimensional (single-output case), where \( Y \) is used instead of \( Y \) : for a (conditional) probability distribution \( P^Y_{X=x} \) on \( \mathbb{R} \) and when \( (p \geq 2) \) -dimensional (multiple-output case) this means \( Y \in \mathbb{R}^{p \times 2} \) [2], [3].

Assume we have two models of the quantile functions \( \varphi_1 \) and \( \varphi_2 \), these models are the marginal model \( Q_{Y_{1,t}}(q) \) of \( Y_{t,1} = y_1 \) and the conditional model \( Q_{Y_{2,t}}(q) \) of \( Y_{t,2} \) given \( Y_{t,1} \). The equations of the two models respectively is as the following:

\[
Q_q(Y_{i,j,1}) = \varphi_1(q; t_{i,j}, X_{i,j}) \quad (3)
\]

\[
Q_q(Y_{i,j,2}) = \varphi_2(q; t_{i,j}, X_{i,j}, Y_{i,j,1}) \quad (4)
\]

Where \( \varphi_1(q; t, X) \) and \( \varphi_2(q; t, X, Y_{i,j,1}) \) are the \( q^{th} \) quantile functions of \( Y_{t,1} \) given \( t \) and covariate \( X \) and the \( q^{th} \) conditional quantile function of \( Y_{t,2} \) given the value of \( Y_{t,1} \) respectively.

Then, to estimate \( \varphi_1 \) and \( \varphi_2 \) we use the nonparametric methods by minimizing the quantile regression objective functions:

\[
\varphi_{n,1}(q) = \text{argmin} \sum_{i,j} \rho_q \left( Y_{i,j,1} - \varphi_1(t_{i,j}, X_{i,j}) \right) \quad (5)
\]

\[
\varphi_{n,2}(q) = \text{argmin} \sum_{i,j} \rho_q \left( Y_{i,j,2} - \varphi_2(t_{i,j}, X_{i,j}, Y_{i,j,1}) \right) \quad (6)
\]

We assume in both models that the quantiles of \( Y_2 \) are linear functions of \( Y_1 \) with time-varying coefficient (intercept and slope) functions, because we consider that have a problem of estimating the quantile functions \( \varphi_1 \) and \( \varphi_2 \), therefore we used the time-varying coefficient models which can transform the linear regression or
non-linear parametric regression to linear regression, since it describe the effect of variables as a constant correlation coefficient [1], [5].

Then, we written the models in (5) and (6) as:

\[
Q_q\left(Y_{t,j,1}\right) = \alpha_1(q; t_{i,j}) + \sum_{k=1}^{d} \gamma_{1k}(q; t_{i,j})X_{i,j,k} \tag{7}
\]

\[
Q_q\left(Y_{t,j,2}\right) = \alpha_2(q; t_{i,j}) + \beta_2(q; t_{i,j})Y_{t,j,1} + \sum_{k=1}^{d} \gamma_{2k}(q; t_{i,j})X_{i,j,k} \tag{8}
\]

Where: \(\alpha_1\) and \(\alpha_2\) are the intercepts of \(Q_y(q)\) and \(Q_{Y_{t,j}}(q)\)

\(\beta_2\) is the slope of \(Q_{Y_{t,j}}(q)\)

\(\gamma_{1k}\) and \(\gamma_{2k}\) are the coefficients associated with \(X_{k}\) in both of models (7) and (8)

We can propose the general model for time-varying coefficient models for \(p > 2\) depending on varying coefficient time series models with time trend and shown in the equation below:

\[
Y_t = \alpha_0(t_i) + \sum_{j=1}^{m_i} \beta_j(t_i)X_{i,j} + u_i \tag{9}
\]

Where: \(u_i\) is a stationary random error process. Then, we can write the proposed general model for time-varying coefficient models as the following:

\[
Y_{t,j,p} = \sum_{l=1}^{p} \beta_l(q; t_{i,j})Y_{t,j,p-1} + \sum_{k=1}^{d} \gamma_{p,k}(q; t_{i,j})X_{i,j,k} \tag{10}
\]

Where \(\beta = (\beta_{p1}, \beta_{p2}, ..., \beta_{pp})\)

Since, \(L = 1, ..., p\), if \(L = 1\) that means the marginal model and if \(L \geq 2\) that means the conditional model.

The solution of the conditional sequence became more difficult in high dimensions [1], [5], [6].

3. Estimate quantile function

In this part we will study two nonparametric method: B-splines and kernel regression (Nadaraya-Watson) to estimate two quantile functions \(Q_{1}\) and \(Q_{2}\).

3.1. B-Splines

Splines are a smoothing technique used in regression analysis, since the degree of smoothness of the true coefficient functions depend on determines well by the number of knots. So, increasing the number of knots leads to obtain a more flexible curve [7], [8], [9].

In general case, the usefulness of B-splines lies in the fact that any spline function of order on a given set of knots can be expressed as a linear combination of B-splines:

\[
S_{n,k}(x) = \sum_{r} \alpha_r x_{i,rn}
\]

For a spline function of degree k, the objective function for least squares minimization is
\[ \mathcal{G}_{(BS)}(q) = \arg \min \sum_{i=1}^{n} \left\{ W_i \left[ y(x) - \sum_{t} \beta_{i,k}(x) \right] \right\}^2 \] (11)

Then, according to the above formula we written the models in (5) and (6) as:

\[ \mathcal{G}_{n1(BS)}(q) = \arg \min \sum_{i=1}^{n} W_i \sum_{j=1}^{m_i} \left( Y_{i,j,1} - (\alpha_1(q; t_{ij}) + \sum_{k=1}^{d} \gamma_{1k}(q; t_{ij}) X_{i,j,k}) \right)^2 \] (12)

\[ \mathcal{G}_{n2(BS)}(q) = \arg \min \sum_{i=1}^{n} W_i \sum_{j=1}^{m_i} \left( Y_{i,j,2} - (\alpha_2(q; t_{ij}) + \beta_2(q; t_{ij}) Y_{i,j,1} + \sum_{k=1}^{d} \gamma_{2k}(q; t_{ij}) X_{i,j,k}) \right)^2 \] (13)

\[ W_i = \frac{1}{m_i} \]

3.2. Kernel regression (Nadaraya-Watson)

In general, Kernel regression (Nadaraya-Watson) is a nonparametric technique used to estimate the conditional density function \( f(y|x) \) [10], [11], [12].

\[ f(y|x) = \frac{f(x,y)}{f(x)} \]

Using kernel estimators to estimate \( f(y|x) \), then

\[ \hat{f}(y|x) = \frac{f(x,y)}{f(x)} \]

\[ \frac{1}{n} \sum_{i=1}^{n} K_h(x - X_i) K_h(y - Y_i) \]

\[ \frac{1}{n} \sum_{i=1}^{n} K_h(x - X_i) \] (14)

Where \( K \) is kernel function and \( h \) is bandwidth. The estimator of conditional distribution is given by:

\[ \hat{F}(y|x) = \int_{-\infty}^{y} \hat{f}(u|x) du \]

\[ \hat{F}_{NW}(y|x) = \sum_{i=1}^{n} W_i \mathbf{1}(Y_i \leq y) \]

Where: \( W_i \) is the nonzero weight function and \( \mathbf{1}(Y_i \leq y) \) indicator function.

After incorporating the concept of conditional quantile and kernel estimation by using the Nadaraya-Watson we will get the formula:

\[ \mathcal{G}_{(NW)}(q) = \arg \min \sum_{i,j} \rho_{q}(Y_i - a) K \left( \frac{x - X_i}{h} \right) \] (15)
Then, according to the above formula we written the models in (5) and (6) as:

\[
\hat{\beta}_{1}(t) = \arg\min_{\beta} \sum_{i,j} \rho_{q} \left( Y_{i,j,1} - (\alpha_{1}(q; t_{i,j}) + \sum_{k=1}^{d} \gamma_{1,k}(q; t_{i,j}) X_{i,j,k}) \right) K\left( \frac{t - T}{h} \right)
\]

(16)

\[
\hat{\beta}_{2}(t) = \arg\min_{\beta} \sum_{i,j} \rho_{q} \left( Y_{i,j,2} - (\alpha_{1}(q; t_{i,j}) + \beta_{2}(q; t_{i,j}) Y_{i,j,1}) \right) + \sum_{k=1}^{d} \gamma_{2,k}(q; t_{i,j}) X_{i,j,k}) \right) K\left( \frac{t - T}{h} \right)
\]

(17)

4. Simulation study

In this part, we will explain the performance for the methodology that was followed above and shown it according to the following algorithm:

**Algorithm**

**Step 1:** Enter a value of \( n \) to represent the sample size.

**Step 2:** Simulate \( Y_{1} \) according to the following formula

\[ Y_{1} = 40t/(1 + 2t) + e_{1} \text{ Where } e_{1} \sim N(0,1) \]

Simulate \( Y_{2} \) according to the following formula

\[ Y_{2} = ln(1 + t) + (1 + .2t) Y_{1} + e_{2} \text{ Where } e_{2} \sim N(0,1) \]

\( t \sim \text{ uniform}(0,3) \)

**Step 3:** Find the estimators of B-Spline for \( Y_{1} \) and \( Y_{2} \ given \ Y_{1} \)

**Step 4:** Find the estimators of kernel regression (Nadaraya-Watson) for \( Y_{1} \) and \( Y_{2} \ given \ Y_{1} \)

**Step 5:** Find empirical distribution (ecdf) for step 2

**Step 6:** Find empirical distribution (ecdf) for step 3

**Step 7:** Find empirical distribution (ecdf) for step 4

**Step 8:** Find MSE between step 5 and step 6

**Step 9:** Find MSE between step 5 and step 7

**Step 10:** Compare between the results of step 8 and step 9 and choose the least result

**Step 11:** Go back to step 1

**Step 12:** Stop when you reach to the last size of \( n \)

The results obtained from the Simulation study were arranged according to the following table and figures:

<table>
<thead>
<tr>
<th>( n )</th>
<th>B-Spline</th>
<th>Nadaraya-Watson</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>0.072435</td>
<td>0.32665</td>
</tr>
<tr>
<td>50</td>
<td>0.052925</td>
<td>0.238141</td>
</tr>
<tr>
<td>75</td>
<td>0.064696</td>
<td>0.225085</td>
</tr>
<tr>
<td>100</td>
<td>0.060932</td>
<td>0.265386</td>
</tr>
</tbody>
</table>
Figure 1. MSE chart (results from estimation $Y_1$ and $Y_2|Y_1$ by using nonparametric methods: B-splines with knots (0.5, 1, 1.5, 2, and 2.5) and kernel regression (Nadaraya-Watson) in sample sizes (25, 50, 75 and 100)).

We draw the best method at a sample size $n = 50$ because it got less MSE for $Q_{Y_1} (q)$, $Q_{Y_2} (q)$ and $Q_{Y_2|Y_1} (q)$ as below:

Figure 2. The estimation of quantile function of $Y_1 (Q_{Y_1} (q))$ using the best nonparametric methods: B-splines with knots (0.5, 1, 1.5, 2, and 2.5) at a sample size (50)

Figure 3. The estimation of quantile function of $Y_2 (Q_{Y_2} (q))$ using the best nonparametric methods: B-splines with knots (0.5, 1, 1.5, 2, and 2.5) at a sample size (50)
Figure 4. The estimation of quantile function of \( Y_2 | Y_1 \) using the best nonparametric methods: B-splines with knots (0.5, 1, 1.5, 2, and 2.5) at a sample size (50)

5. Conclusion

In this paper, we discussed two simulate models used to constructing the quantile functions of two stratified quantile models (marginal and conditional models) depending on time-varying coefficient models and then we estimated these models by using two nonparametric methods: smoothing spline (B-spline) and kernel regression (Nadaraya-Watson). The results of these methods were compared by using MSE. Results have been obtained and displayed in Table 1. These results emphasize that estimates based on smoothing spline (B-spline) technique is better than the kernel regression (Nadaraya-Watson) because it gave the minimal MSE. Getting the best method was the first stage of estimate the quantile contours.
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