
Periodicals of Engineering and Natural Sciences  ISSN 2303-4521 

Vol. 8, No. 2, June 2020, pp.673-683 

 673 

 

Studying some approaches to estimate the smoothing parameter for the 

nonparametric regression model 
 

Mohammed Saffaa Wanas 
1 
, Mohammed H.AL-Sharoat 

2
 

1,2  Statistics Department , AL Qadisiyah University  

 

ABSTRACT   

Several previous studies have addressed various topics in regression analysis and estimation of the 

appropriate regression equation. It assumes that there is a known and pre-defined function relationship 

between variables. The studied variables are known for distribution using some known methods of 
estimation, such as the ordinary least squares method (OLS) and the maximum likelihood method (MLE). 

The parameter model can be estimated due to problems arising from the application of the parameter model, 

because the theoretical assumptions of the model application are not met. Here, we adopted another method 

of estimating the regression equation using non-parametric methods. It proved its efficiency and ability to 
analyze data without the need for prior assumptions on the model. Based on the adopted data, it determines 

the functional shape of the studied population. Therefore, the aim of this research is to use non-parametric 

smoothing methods to approximate the non-parametric regression function to the real regression function. 
This is done by using some non-parametric smoothing methods such as Kernel methods by Nadaraya-Watson 

and the method of the nearest neighbor (K-Nearest-Neighbor) depending on the bandwidth (h).The study 

uses the experimental method of simulation on two test functions. Three sizes of sample data (n = 15, n = 50, 

n = 75) and three values for random error variance ʎ πȢυȟʎ ρȟʎ ς are assumed. Kernel 
methods based on Nadaraya-Watson Smoothed Cross Validation are the best choice for the bandwidth of the 

first test function. On the other hand, Least Squared Cross Validation method for the forensic crossing is the 

best choice for the bandwidth of the second test function. The second one was better than the neighbor method 
closest to the first test function. 
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1. Introduction  

The enormous potential and rapid development of electronic computers in accomplishing complex calculations 

have made non-parametric statistical methods more attractive to researchers than methods of estimating the 

regression of teachers. This is because of their high flexibility and lack of rigidity in computerized statistical 
methods [1]. The imposition of severe restrictions on the model and the researcher's interest in non-parametric 

regression models is to give a general description of the relationship between the explanatory variable ὢ and 

the response variable ὣ and does not study the details of that relationship. Therefore, the non-parametric Kernel 

function by an estimator (Nadaraya-Watson) will be used to find the estimated regression. The estimate of ά in 

the regression model in equation (1) is as follows [2]: 

 

ὣ άὢ  ‭                Ὥ ρȟȣȟὲ                                  ρ           
 

The problem of applying parameter regression models occurs when the specific assumptions for applying this 

model are not met. Therefore, the researchers use the non-parameter regression model, which does not impose 
limitations on the model. 
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The aim of this study is to estimate the bandwidth of the non-parametric regression model of the Kernel function 
using the Nadaraya Watson smoothing and the Nearest neighbor method with parametric analyses. 

 

2. Kernel smoothing (Nadaraya-Watson) 

It is a non-parametric method proposed by Nadaraya and Watson in 1964 [2]. They are the first to use this 

estimator based on the method of serial weights. This method estimates the function m in equation (1), and it is 

characterized as being without parameter. This estimator is characterized by having a specific and continuous 
function and its integration is equal to unity . The general formula of Nadaraya-Watson estimator is as follows:  

ά ὼ  
В ὑ ὼ ὢ ώ

В ὑ ὼ ὢ
                           ȣ ς                                         

ḉ  ὡ ὼ ὢ
ὑ ὼ ὢ

В ὑ ὼ ὢ
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Where, 

ὡ: ȡ7ÅÉÇÈÔ ÆÕÎÃÔÉÏÎ 
h : Bandwidth 

ὑ ὼ ὢ ȡ4ÈÅ ÆÕÎÃÔÉÏÎ ËÅÒÎÅÌ  

ὡ ὼ ὢ ρ                              ȣ υ                                                       

Kernel functions generally have the following characteristics [3]:  
¶ K (u) is a specific probability density function (non-negative) in the case of  K (u) Ó0 for each (u), such that 

K (u) ḊR Ÿ R, as well as having symmetric characteristics. 

¶ Moments for Kernel function are calculated as follows: 

ὓ ὑ  ό ὑόὨό                                           ȣ φ                                                                                     

¶ Symmetry K (u) = K (-u) for each (u). 

 

¶ All i ndividual moments are equal to zero. 

 ό ὑόὨό π

 

                                        ȣ χ                                                                                

ὅ Ὑὑ ὑ όὨό                               ȣ ψ                 

Ὠ ὓ ὑ όὑόὨό                                                                                                                         ȣ ω 

Where, k represents the degree of Kernel (Kernel order). 

Some of the commonly used Kernel functions can be summarized as shown in Table 1:  

 

Table 1. Kernel functions  

Kernel K(u)  

Gaussian 
Ὧό
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Kernel K(u)  

Uniform Ὧό
ρ

ς
 [-1, 1] 

   

Epanechnikov Ὧό
σ

τ
ρ ό  [-1, 1] 

   

Triweight Ὧό
συ

σς
ρ ό  [-1, 1] 

   

   

 

3. Estimation methods 

The Kernel method was used by Nadaraya-Watson smoothing to find the estimated regression equation. This 
estimator depends on bandwidth (h) which can be calculated based on the following: 

 

1. Least Squared Cross Validation method. 

2.  Biased Cross Validation method.  

3. Smoothed Cross Validation method.  

3.1. Least squared cross validation method (LSCV) 

This method proposed Bowman in 1984
 
, is the most widely used method, and it is one of the best studied 

methods is to estimate È from minimizing the integrated square error (ISE h)  of the bandwidth [4,5] . 

)3%È ÆØ ÆØ ÄØ 

               Æ ØÄØς ÆØÆØÄØ Æ ØÄØȣ ρπ 

Note that: 

Æ ØÄØȡ 4ÈÅ ÁÍÏÕÎÔ ÄÏÅÓ ÎÏÔ ÄÅÐÅÎÄ ÏÎ ÔÈÅ ÂÁÎÄ×ÉÄÔÈ È 

Æ ØÄØȡ )ÎÆÏÒÍÁÔÉÏÎ ÖÁÌÕÅ ÃÁÌÃÕÌÁÔÅÄ ÆÒÏÍ ÄÁÔÁ 

ÆØÆØÄØȡ 4ÈÅ ÏÎÌÙ ÁÍÏÕÎÔ ÔÏ ÂÅ ÅÓÔÉÍÁÔÅÄȢ 

By subtracting the constant, we can perceive that the reduction of ISE relative to h is equal to: 
 

)3%È Æ ØÄØ Æ ØÄØς ÆØÆØÄØȣ ρρ 

Leave-one-out Cross Validation was used to estimate ᷿ ÆØÆØÄØ , which represents Ⱥ f ⅞(x) and it is equal 

to: 
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Ⱥ ÆØ Î Æ 8                                                                ȣ ρς 

 

From the offset the value Ⱥ ÆØȟ7Å ÇÅÔ  ,3#6 ÁÓ ÆÏÌÌÏ×Óȡ  

 

,3#6È Æ ØÄØ
ς

Î
Æ 8                                   ȣ ρσ 

 
This method can also be called an unbiased forensic transit method. It is introductory parameter that reduces 

the function: 

Ὤ ὥὶὫάὭὲὒὛὅὠὬ                                                                     ȣ ρτ 
 

3.2.  Biased cross validation method (BCV)  

This method was proposed by Scott and Terrell (1987), which is based on the average integrated square error 
[4, 6]: 

ὃὓὍὛὉὬ ὲὬ Ὑὑ Ὤ
ὓ ὑ

ς
ὙὪ     

                      
Ὑὑ

ὲὬ

ὬὨ

τ
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ḉὙ Ὢ ὙὪ Ὢὼ Ὠὼ   

The BCV (h) function is obtained by replacing the unknown values in Ὑ Ὢ with: 

Ὑ Ὢ Ὑ Ὢ  ȢȟὬ
Ὑ ὑ

ὲὬ
 ὲ  ὑ ὑz ὢ ὢ  ȣ ρφ 

The introductory parameter that reduces the function is: 

È ÁÒÇÍÉÎɴ "#6È                                                                ȣ ρχ 

 

3.3.  Smoothed cross validation method (SCV) 

This method was suggested by Park and Marron in 1992, which is based on the mean integrated square error 

MISE (h) [6, 7]: 

ὓὍὛὉὬ ὍὠὬ ὍὄὬ 

Where, IV is integrated variance and IB is integrated squared bias. They can computed by: 

ὍὠὬ ὺὥὶ Ὢὼ Ὠὼ
ὅ

ὲὬ

ρ

ὲ
ὑ Ὢz ὼὨὼ   

ὍὄὬ ὦὭὥίὪὼ Ὠὼ ὑ Ὢz Ὢ ὼὨὼ 

           ὑ Ὢz ὼὨὼ ς ὑ Ὢz ὼὪὼὨὼ Ὢ ὼὨὼ       ȣ ρψ 

The SCV is originated from LSCV as nån-1. If  we can use the Leave-one-out of the experimental estimator 

Ὢȟ ὼȠὫ , we can use the following equation: 

ὒὛὅὠ
ὅ

ὲὬ
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ὅ

ὲὬ

ρ

ὲὲ ρ
ὑ ὑz ςὑ ὑ ὢ ὢ     ȣ ρω 

The last equation is obtained if there is no repetition of data as in one probability of continuous data. SCV (h) 

is equal to LSCV (h) at g = 0. They also suggested that  Ὤ Ὤ Ὣ, which comes from the reduction of 

SCV (h):  

È ÁÒÇÍÉÎɴ 3#6È                                                                    ȣ ςς 

 

Their results also showed that the relative convergence rate Ὤ  for Ὤis ὕ ὲ Ⱦ  as the best ratio achieved. 

 

4. Nearest neighbour method 

Random model can be resultant from the ratio of the average real distance between each adjacent site in the 

region to the average distance between the same numbers of sites if they were distributed randomly in the same 

area. If the bandwidth is adjusted to include a fixed number of observations (k views), the estimated k-Nearest 
Neighbor (k-NN) is estimated for point x. The scale is based on knowing the distance between each location 

representing the point in the area and adjacent locations. The actual distance stands for the sum of the actual 

distances divided by the number of distances which is always equal to the number of sites. It can be compared 

it with the average expected distance (random distance) in the theoretical random distribution [8] . 

The Kernel function ὡ (x) can be expressed as: 

 

ὡ (x)=
В

                                            ςσ 

                        
ὭȟὮ ρȟςȟȣὲ 

Since k (.) represents a restricted and non-negative kernel function, and u> 1 is achieved for all values of k (u) 
= 0, Kn represents the Euclidian distance between x and k from the nearest neighbor of x. Here, K = Kn with 

kn Ð and n Ð. In the other words, k represents the bandwidth similar to the h value in Nadaraya- Watson 

estimator if the Kernel functions are applied to this estimator as in the Nadaraya- Watson model. The 

introductory parameter k is calculated by:  
 

Kn=d(xi,xj)= В ὼὭὯὼὮὯ    ,i,j =1,2,én         (24) 

 
K-NN estimator is heavily influenced by the boot parameter K. The K parameter adjusts the degree of 

Smoothing of the estimated curve. By compensating for a value in equation (2), we get the estimate of the 

nearest neighbor: 
 

Í(X)=
В

В
     ȟὭȟὮ ρȟςȟȣὲ                                            ςυ 

5. The simulation 

Simulation was used to generate the observations of the study according to the sample sizes (n = 15,50, and 75). 

The random error is distributed according to the standard normal distribution with an average equal to zero and 
variance. The Ndaraya-Watson methods and Nearest Neighbor mentioned in the theoretical aspect and for all 

sample sizes were applied. AMSE standard was adopted in the differentiation between the estimation methods 

according to the following steps: 
 

1- Generating the data of the explanatory variables ὢ ȟ so that they are distributed in a standard normal 

distribution, ὢ~N(0,1). 

 

2- Two test functions were selected as follows: 

 

Table 2.  The functions used in the simulation  
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Test function 
 

Formula 
 

Curved shape 

 
 

 

 
Nonlinear 

function 

 

 
 

 

Y(x)= 

sin(2Ⱬ● 

Ȣ ● Ȣ  

 

 
 

 

 

Nonlinear 
function 

 

 
 

Y(x)=x+2exp(-

64●  

 

 

 

 
 
3- Generate random errors so that a standard normal distribution was distributed with an average of zero and 1 

variation; 

ei ~N(0,1)    ,i=1,2,é,n   
4-Dependent Variable: The adopted variable is calculated by adding the functions of the explanatory variable 

m (x) plus the random error. Three sample sizes were selected (n = 15, 50, and 75). Three levels of variance 

were used: 

  .„ ς and  „ ρ  and  „ πȢυ 
5-The simulation experiments were relied on a kind of Kernel function as a weight function in the kernel 

methods (Epanechnikov). 

 
6-Simulation experiment was repeated for each case 1000 times to ensure randomization. 

 

7-The methods of estimation by Nadaraya- Watson smoothing are compared based on the standard accuracy 
rate of average mean square error (AMSE), to choose the best bandwidth. The results are shown in Table 3. 

 

 

Table 3. The results of the AMSE standard for cross validation methods for the selection of the N-W 
bandwidth of the first test function with different sample sizes and variance 

 

-2 0 2 4

0
5

1
0

x

y
1

The method 
Sample 

size 
„ πȢυ „ ρ „ ς 

LSCV 
Bandwidth 

15 0.019655782 0.02145935 0.02871872 


