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ABSTRACT

Several previous studies have addressed various topics in regression analysis and estimatiol
appropriate regression equation. It assumes that there is a known afefiped function relationshi
between variables. The studied variables are known forildison using some known methods
estimation, such as the ordinary least squares method (OLS) and the mdikieliwod method MLE).
The parameter model can be estimated due to problems arising from the application of the paramet
because ththeoretical assumptions of the model application are nothieee, we adopted another meth
of estimating the regression equation using-parametric methodst proved its efficiency and ability t
analyze data without the need for prior assumptiorth@modelBased on the adopted data, it determi
the functional shape of the studied populatibimerefore, the aim of this research is to usepanametric
smoothing methods to approximate the 4pamametric regression function to the real regresiioation.
This is done by using some nparametric smoothing methods such as Kernel methods by Nad&eagan
and the method of the nearest neighboiNgaresiNeighbor)dependingon the bandwidth (h).The stuc
uses the experimental method of simulaim two test functiong.hree sizes of sample data (n =15, n =
n = 75) and three values for random error variarice 1@ h A p h& ¢ are assumedernel
methods based on NadaraWéatsonSmoothedCross Validation are the best choice for the bandwidtheo
first test function. On the other hand, Least Squared Cross Validasithodfor the forensic crossing is th
best choice for the bandwidth of the second test function. The second one was better than the neighb
closest to the first test fution.
Keywords: NadarayaWatson K-NearestNeighbor Least Squared Cross Validatj@iased
Cross Validation
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1. Introduction

The enormous potential and rapid development of electronic computeremmisting complex calculations

have made neparametric statistical methods more attractive to researchers than methods of estimating the
regression of teacher$hisis because of their high flexibility and lack of rigidity computerized statistical
methodq1]. The imposition of severe restrictions on the model and the researcher's interegpanamogtric
regression models is to give a general description afefladionship between the explanatory variablend

the response variableand does not study the details of that relationship. Therefore, thganametric Kernel
function by an estimator (Nadaraydatson) will be usedtfind the estimated reggsion.Theestimate oft in

the regression model in equation (1) is as foll{®}s

O a7 Q pMB R p
The problem of applying parameter regression models occurs when the specific assumptions for applying this

model are not met. Therefortheresearchers use the nparameter regression model, which does not impose
limitations on the model.
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The aim of thistudy is to estimate the bandwidth of theipamametric regression model of the Kernel function
using the Nadaraya Watson smoothing and the Nearest neighbor méthpdrametric analyses

2. Kernel smoothing (NadarayaWatson)

It is a nonparametric methd proposed by Nadaraya and Wat&ori964[2]. They are the first to use this
estimator basedn the method of serial weighfEhis method estimates the function m in equation (1),tasd
charactdeed as being without paramet@his estimator is chacterized by having a specific and continuous
function and its integratiois equal to unity The gaeral formula of Nadaray@/atson estimatds as follows:
4 B 0V o ® w g
w —
B 0 o @ S
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Where,
w:df AE@EDD AOCET 1
h : Bandwidth
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W 0w p 8 v
Kernel functions generally hawthe following characteristid8]:
f K (u) is a specific probability density function (roegative)n thecaseoK (u) OO0 for each

KU m® Y Rvell aamving symmetric characteristics
i Moments for Kernel function are calculated as follows:

0 U 0L ONQO 8 o
1 Symmetry K (u) = K €u) for each (u).

1 Allindividual moments are equal to zero
60 6Q6 ™ 8 X
06 Yo 0 60QO0 8 Y
Q 0 v 60 060Qo 8 w

Where, k represents the degree efiel Kernelorder).
Some of the comonly used Kernel functions can bemmarizeds shown in Table 1.:

Table 1.Kernel functions

Kernel K(u)
on P 0
Gaussian €20 MCTA 2P 3 (-2, =)
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Kernel K(u)
Uniform Ko g [-1, 1]
. . o
Epanechnikov ol¢) =P 6 [-1, 1]
Triweight 2 b 6 -1, 1]
0C

3. Estimation methods

The Kernel method was used WpdarayaWatsonsmoothing to find the estimated regression equalibis
estimator depends on bandwidth (h) which can be calcubatsed on the following

1. Least Squared Cross Validatiorethod.

2. Biased Cross Validatiomethod.

3. SmoothedCross Validatioomethod.
3.1.Leastsguared crossvalidation method (LSCV)

This methodproposed Bowman id984, is the most widely used methoahdit is one of the best studied
methods is t@stimateE from minimizing the integrated square error (ISE h) of the bandydgth.

) 38 /B B A

EOADc MEOMIAD FEOAGB pn

Note that:

AR p

ACAGEART T ATOAADOOAD ATIAEARAT AxEAOE

ASCAG 1 £l OIGMAIENMI A ENLAAA

AomA g ERT AUT GOROR OOEIBAOAA
By subtracting the constant, wanperceivethat the reduction of ISE relative to h is eqiaal

)3 AEOAS EQADc AIEAB pp

Leaveoneout Cross Validation was usenlestimate A2 A2 A @which represent& f (xYandit is equal
to:
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A/D 1 /E 8 8 pg¢

From theoffset the valu& A3h7 AC A,03 #A6ZEl 1 i x O

3 #6B /E@AQTE /E 8 8 po

This method can also be called an unbiased forérsisit methodlt is introductory parameter that reduces
the function:
Q Wi Q4 DD 8 prt

3.2. Biasedcrossvalidation method (BCV)

This method was proposed by Scatid Terrell (1987), which is based on the average integrated square error

[4, 6]:

0
O0DOYD £¢Q Yo Q Y 'Q
YO 00 v "0 3
- —— v
£Q T P
¢Y™Q YQ Qo Qw

The BCV (h) function is obtained by replacing the unknown valugsé i@ with:

Y 0
Y'Q Y Qd&Q 0 € LZU O ® 8 po
The introductory parameter that reduces the fundésion
E AOEL "#& 8 pX

3.3. Smoothedcrossvalidation method (SCV)

This method was suggested Bgrk and Marrotin 1992,which is based on the mean integrated square error
MISE (h)[6, 7]:

0'0YQ 02 "'06Q
Where, IV is integrated variance and IBrigegrated squared bias. They can computed by:
p
€

Ou2 L WIQW Qooé—,,Q L 27Q WQw

"06Q OO Qv D Z2Q Q WA

0270 GQdC U 20OAHAG Qoo 8 pu

The SCVis originatedfrom LSCVa s -h. § we can use the Leaaneout of the experimental estimator
"Qn  Q , we can use the following equation:
ey 0 p N C o on
VYO W, —— U ZU L W W
£Q g¢ p

676



PENVol. 8, No.2, June 2020pp673 683

> _P bzo w0 O H 8 pw
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The last equation is obtained if there is no repetition of aaiaoneprobability of continuous dat&CV (h)
is equal to LSCV (h) at g = 0. They also suggestedf@at "Q "Q, which comes from the reduaeti of
SCV (h):

E AOEL 3#€& 8 ¢¢

Their results also showed that the relative convergenc&ratdor QisG ¢ ¥ as thebest ratio achieved

4. Nearestneighbour method

Random modetan be resultarftom the ratio of the average real distance between each adjacent site in the
region to the average distance between the samberof sites if they were distribute@mdomly in the same

area. If the bandwidth is adjustedimalude a fixed number of observations (k vievisg estimatedflearest
Neighbor(k-NN) is estimated for point.XThe scale is based on knowing thistance between each location
representing the poimt the area and adjacent locatiombe actual distece stands fothe sum of the actual
distances divided by the number of distances which isyalwgual to the number of sites. It cancbenpare

it with the average expected distance (random distance) in the theoretical random disfBbution

TheKernel functionw (x) can be expressed as:

© T co
wWQ plgiB ¢
Since k (.)represents a restricted and rriggative kernel function, dru> 1 is achieved for all values of k (u)
= 0, Kn representshe Euclidiandistance between x and k from the nearest neighbor ldére,K = Kn with
kn Dandn bD. I n t he kepgrdsestithe baondwidtls similarat the h value ilNadarayaWatson

estimatorif the Kernel functions are applied to this estimateria the NadarayaWatson model.The
introductory parameter is calculated by:

Kn=d(xix)= B oQ@®mQQ, i,j =1,2, én (24

K-NN estimator isheavily influenced by the boot parameter K. The K parameter adjusts the degree of
Smoothing of the estimated curv®y compensating for a value in equation (2), we get the estimate of the
nearest neighbor:

. B — . .
I (X)=B— hHAQ plthB € C UL

5. The simulation

Simulation was used to generate the observations of the study according to the sample sizes (@ 15)50,

Therandom error is distributed according be tstandard normal distribution with an average equal to zero and

variance.The NdarayaNatson methodand Nearest Neighbonentioned in the theoretical aspect and for all

sample sizes were appliedMSE standard was adopted in the differentiation between the estimation methods
according to the following steps:

1- Generatingthe data of the explanatory variableés hso that tey are distributed in a standard normal
distribution,& ~N(0,1).

2- Two test functions were selected as follows:

Table 2. Thefunctions used in the simulation
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Curved shape Formula Test function
Y(x)=
sin(2Z e Nonlinear
8 e 8 function
Y(X)=x+2exp( Nonlinear
64e function

3- Generateandom errors so that a standard normal distribution was distributed vatlesye of zero and 1
variation;
ei ~N(O0, 1) , 1 =1, 2, é,n
4-Dependeni/ariable: The adopted variable is calculated by adding the functions of the explanatory variable
m (x) plus the random errofFhree sample sizes were selected (n =505 and 7k Three levels of/ariance
wereused:

. . Cand, p and, T®
5-The simulation experiments were relied on a kind of Kernel function as a weight function in the kernel
methods (Epanechnikov).

6-Simulation experiment was repeated for each case 1000 times to mslmaization.
7-The method of estimation by Nadaray®/atson smoothingre comparedbased orthe standard accuracy

rate of average mean squarmef(AMSE), to choose the best bandthi The results are shown in Talde

Table 3. Theesults of the AMSE standard farossvalidationmethods for the selection of the\N
bandwidth of the first test function with different sample sizesvamidince

Sample
The method size " ™ i p " C
LSCV 15 0.019655782 0.02145935 0.02871872
Bandwidth

678



