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ABSTRACT   

Growth models are considered to be one of the most important statistical means that is widely used in the 

study of the behaviors of different phenomena throughout time, and the estimation of the parameters of 

these models is considered to be the key element that plays a major role in the inference about these 

models. In this paper, this problem will be discussed briefly. The aim of the paper is to compare the 

estimators of some traditional methods and the estimators of the Particle Swarm Optimization (PSO) 

algorithm for estimating the parameters of some growth models as well as building the best growth model 

for the Gross Domestic Product (GDP) in Iraq. The growth models that are used in this paper will include 

three linear models which are Polynomials of order (1, 3, and 5) as well as three nonlinear models which 

are (The Logistic Model, The Gompertz Model, and The Richards Model). It was concluded that the (PSO) 

algorithm was better than the traditional methods in estimating the parameters of the growth models; also 

the fifth degree polynomial was the best model to describe the (GDP) data in Iraq. 
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1. Introduction 

 Growth Models are one of the most important statistical means that are used to study the behavior of a certain 

phenomenon throughout time. These models are widely used in the study of different economic, social, and 

health phenomena in the context of the growth of that phenomenon, as the name suggests, or to be more 

precise the study of the change that occurs to the phenomenon throughout a certain period of time [1]. Growth 

or the change that occurs to a certain phenomenon throughout time can be represented graphically by a curve 

known as The Growth Curve. This growth curve can have many forms. Some are linear which are usually 

used to represent the growth throughout the first year of life of living creatures. Others are nonlinear like the 

exponential curves and the sigmoid curves (S-shaped curves) which are generally seen in the studies of 

population growth and animal science, plant science, forestry and biology. Growth curve analysis is 

considered to be one of the most important statistical tools with wide applications in different fields such as 

biology, medical sciences, economy, social sciences, and even in the development of technology and business 

market [1]. 

The growth model is not highly important but a regression model which explains the relationship between two 

variables is the most important. One of these variables is called a response variable or dependent variable 
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denoted by ( ), the other is called explanatory variable or independent variable denoted by ( ). The only 

deference between a growth model and an ordinary regression model is that the independent variable in the 

growth model represents time which is denoted by ( ) instead of ( ). On these bases, the growth model will 

investigate  the changes that will occur to the phenomenon under study represented by the dependent variable 

( ) throughout a certain period of time represented by the independent variable ( ). The general form of a 

growth model is given by [2, 3, 4]: 

 

                                                                                                

where, 

 : The dependent variable (Phenomenon value). 

    : The growth function. 

 : The independent variable (Time). 

 : The parameter vector for the model. 

 : The number of observations (Sample size). 

 : The random error term. 

Like the ordinary regression models, the growth models can be linear or nonlinear depending on the nature of 

the phenomenon under study. In the case of linear models, the growth function will be a linear function of the 

unknown parameters. The growth function in the case of nonlinear models will be a nonlinear function of the 

unknown parameters. All of these parameters or at least one of them appear in the model expression in a 

nonlinear fashion. In other words, the growth function depends nonlinearly on one or more of these unknown 

parameters. Nonlinear models are used to represent the complex relationships between the variables which 

cannot be represented in a linear form [2, 5]. 

As for estimating the unknown growth parameters and according to the statistical theory for parameter 

estimation, it can be said that the procedure of parameter estimation in linear models is almost completely 

developed unlike parameter estimation in nonlinear models. There are many problems that researchers 

encounter that are still unsolved. In this paper,  this problem will be briefly discussed in addition to 

conducting a comparison between the estimators of three traditional methods including the Newton-Raphson 

method, the Gauss-Newton method, Levenberg-Marquardt and the estimators of the Particle Swarm 

Optimization (PSO) algorithm to estimate the parameters of six growth models. Three of them are linear 

which will include polynomials of orders (1, 3, and 5), in addition to three nonlinear models that will include 

the Logistic model, the Gompertz model, and the Richards model [2, 4, 5, 6]. 

This paper is partitioned into five primary sections. The first section included the introduction and a brief 

outline on growth models and its properties. In 2
nd

 section, the traditional estimation methods that will be used 

in this paper are discussed. In third section, the particle swarm optimization (PSO) algorithm will be explained 

in a brief manner along with all its properties and characteristics. The fourth section will include the numerical 

computations along with all the procedures that are necessary to conduct the comparison between the 

traditional estimators and the estimators of the (PSO) algorithm for the previously mentioned growth models 

for the Gross Domestic Product (GDP) in Iraq. The last section will include the conclusions of the paper. 

2. Methods of estimation 

 In this section, the methods of Ordinary Least Squares (OLS) and Nonlinear Least Squares (NLS) will be 

discussed briefly. Both of these methods will be used to estimate the parameters of the linear and nonlinear 

growth models, respectively. The formulas for these growth models are presented in Table 1 [3, 4, 5, 6, 7]. In 

addition to that, three traditional iterative algorithms or numerical methods will be explained where they will 

be used in this paper to solve the system of nonlinear equations produced by the method of nonlinear least 

squares (NLS). 
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For linear models, the method of ordinary least squares is considered to be one of the most important 

estimation methods. It is commonly used to estimate the parameters of linear models because of its simplicity 

and easy to perform calculations. The basic principle of this method is that it tries to find or select the 

estimator that makes the sum of squares of residuals as small as possible [2, 4, 8]. 

            
 

 

   

              
 

 

   

  

And that is by taking the partial derivatives of the function of sum of squares of residuals for each parameter 

of the model under study. From these partial derivatives, we get a system of linear equations which can be 

solved simultaneously using ordinary methods to get the (OLS) estimators that will make the sum of squares 

of residuals in its minimum value. 

 

Table 1. List of the linear and nonlinear growth models used in this paper 

 

For a polynomial growth model of order ( ), the model will be as follows [3]: 

 

               
        

                                             

 

It can be seen from     that the model in this case has one response variable and only one explanatory 

variable but it appears differently in each term of the model. According to this model, the OLS method will be 

inapplicable, but this model can be transformed to the general linear form very easily by using the following 

transformation: 

       
 
                                                                                                   

After that, the model will be as follows: 

                                                                               

or, 

           

 

   

                                                                                           

After that transformation, the OLS method can be used to estimate the parameters of the general linear model. 

And by using matrices and vectors, the model will be as follows: 
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  is the dependent variable.   is the independent variable (time).    is the constant term of the model. 

               are the slops of the model.   is the upper asymptote to the function or it is the upper limit 

that the growth can reach.   is and integration constant, and its value is related to the initial value of the 

phenomenon.   is the growth rate.   is a shape parameter.   is the error term of the model. 

By assuming that the random errors of the model ( ) are independent and identically distributed with mean (0) 

and a constant variance equal to the matrix (    ), where (  ) is an identity matrix of order ( ), and according 

to the (OLS) method, the parameters of the model can be estimated using the following formula: 

                                                                                                                  

For nonlinear models, the method of nonlinear least squares (NLS) is considered to be one of the most 

important and widely used methods for estimating the parameters of nonlinear models [7]. Just like the (OLS) 

method, the basic principle of the (NLS) method is that it tries to find or select the estimator that makes the 

sum of squares of residuals as small as possible [2, 4, 8]. 

            
 

 

   

             
 

 

   

  

And that is by taking the partial derivatives of the function of sum of squares of residuals for each parameter 

of the model under study, as a result of these partial derivatives we get a system of nonlinear equations which 

will be very hard if not impossible to solve using ordinary methods. This problem is one of the most important 

problems that researchers encounter when they try to estimate the parameters of nonlinear models and because 

of the importance of the parameter estimation procedure of nonlinear models in the inferences about these 

models, there had to be a way to solve the system of nonlinear equations resulting from the (NLS) method. 

The parameter estimation procedure for nonlinear models is considered as an optimization problem that 

minimizes the objective function, which in this case is the function of sum of squares of the residuals (    ), 

to its minimum value. On these bases, numerical methods are often used to obtain approximated solutions for 

these nonlinear equations and as a result obtain the (NLS) estimators which minimize the sum of squares of 

the residuals to its minimum value. And now, some brief information about the three traditional methods or 

algorithms which will be used in this paper. 

 

2.1 Newton-Raphson method 

 This method is one of the most popular iterative numerical methods or iterative algorithms that are used for 

finding the roots of a real-valued function. It is named after (Isaac Newton) and (Joseph Raphson) and it is 

sometimes called (Newton's Method). This method produces successively better approximations which 

represent the roots of the function under study. This procedure is repeated until a sufficiently accurate value is 

reached and that value would be the root to the function under study. To find the solutions to the system of 

nonlinear equations that result from the (NLS) method, the nonlinear form of the equations is approximated to 

the linear form using the first-order Taylor's series expansion as follows [3, 6]: 

                                                                                           

Where (        ) is the first derivative of the function (       ) at the point (  ) which represents the initial 

guess of the estimator's value. By letting (    ) and then equating     to zero and solving for (  ), we 

obtain: 

        
       

        
                                                                                              

 

And when generalizing     to the       iteration or linear approximation, we obtain the general form of the 

Newton-Raphson method: 
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Where ( ) is the set of natural numbers. This process continues until one of these conditions is satisfied: 

1)            . 

2)  
         

     
   , where ( ) is a very small positive number known as the tolerance limit. 

And for a system of nonlinear equations with ( ) unknowns,      becomes: 

                          
  

                                                                

Where (        ) is the iterations, ( ) is a (   ) vector of unknowns, ( ) is a (   ) vector of ( ) 

nonlinear functions, (      ) is the inverse of the (   ) Jacobian matrix. 

 

2.2. Gauss-Newton method 

 This method is one of the most common and widely used iterative numerical methods or iterative algorithms 

for finding solutions for least squares problems and it is considered as a modification to the Newton-Raphson 

method. The main goal of this method is to find the minimum value of some function. This method is named 

after (Carl Friedrich Gauss) and (Isaac Newton), and it appeared for the first time in Gauss's (1809) work. 

This method is specialized in finding solutions for nonlinear least squares problems and unlike the Newton-

Raphson method it is only used for finding the minimum of a sum of squares function. Let's assume the model 

in    , the objective function in this case is the sum of squares of the residuals (    ). For the purpose of 

finding the solutions to the system of nonlinear equations produced by the (NLS) method, like in the Newton-

Raphson method, the nonlinear form of the equations is approximated to the linear form using the first-order 

Taylor's series expansion just like in    , we get [3, 6]: 

                                                                                           

Where (               ) is the first derivative of the function with respect to (  ) which is the initial guess 

for the estimator's value. After that we obtain the linear model: 

                                                                          

And by applying the (OLS) method to find the estimator of the model's parameter ( ) which will minimize 

(    ) to its minimum value and by assuming (    ), we obtain: 

                     
  

                                                    

Where (                        ), (            ), and (       
                       ). And 

when generalizing      to the         iteration or linear approximation, we obtain the general form of the 

Gauss-Newton method: 

                   
        

  
      

                                        

And this process continues until one of these conditions is satisfied: 

1)            , and thus (      
               ) which means that (     ) is the estimator that will 

minimize (    ) to its minimum value. 

2)  
         

   
   , where ( ) is a very small positive number known as the tolerance limit. 

And for a system of nonlinear equations with ( ) unknowns,      becomes as follows: 
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Where (        ) is the iterations, ( ) is a (   ) vector of unknowns, (        ) is a (   ) vector of ( ) 

nonlinear functions, (      ) is a (   ) Jacobian matrix, and ( ) is a (   ) vector of observations. 

2.3. Levenberg-Marquardt method 

This method is one of the most popular iterative numerical methods or iterative algorithms which is used for 

solving least squares problems. This method was first published in 1944 by Levenberg and later it was 

rediscovered in 1963 by Marquardt. This method is considered to be a mix of Gauss-Newton method and the 

method of Gradient Descent, which is also one of the traditional iterative numerical methods. The main steps 

of this method are the same as the Gauss-Newton method but with some differences in the final formula. 

Levenberg suggested a modification on the Gauss-Newton formula as follows [3, 6]: 

                 
            

        
                              

Where ( ) is a conditioning factor, and (  ) is an identity matrix of order ( ). As an alternative to Levenberg's 

addition, Marquardt suggested the following modification on the Gauss-Newton formula: 

                 
                   

                              

Where ( ) is a diagonal matrix with entries consisting of the diagonal elements of (      
       ).      Is 

what is known as the general form of the Levenberg-Marquardt method. As it was mentioned before, the 

Levenberg-Marquardt direction interpolates between the Gauss-Newton direction (   ) and the direction of 

the Gradient Descent (    ) [3]. 

It is worth mentioning that the Levenberg-Marquardt method is considered to be more robust than the Gauss-

Newton method when it comes to finding the estimators. Thus, this method is used if the columns of the 

Jacobian matrix of (      ) with respect to ( ), (    ), are highly collinear. This means that the Levenberg-

Marquardt method will be able to find a solution even if it started with an initial value far from the real 

minimum of the function under study. Nevertheless, if it starts with a reasonably close initial value, the Gauss-

Newton method will find a solution faster than the Levenberg-Marquardt method [3]. 

 

3. Particle Swarm optimization algorithm 

The PSO algorithm is an iterative computational method that is used to solve different optimization problems. 

This algorithm was introduced for the first time by James Kennedy and Russell C. Eberhart in 1995 [9, 10, 

11]. The algorithm simulates the social behaviors and movements of organisms in a bird flock or fish school. 

Its main aspects are based on the way that bird flock or fish school search for their food and the cooperation 

they exhibit in their movements to find the best sources for food. For birds, some of them have the ability to 

find food better than the others because it has the biological property of recognizing the smell of food in a 

very active way, in addition to a special way of communicating with each other which helps them to find and 

exploit the best sources of food. The same thing happens when solving optimization problems where a 

population (swarm) of candidate solutions (birds or particles inside the swarm) is moved around a limited 

space called (search space) according to a few simple mathematical formulas about the position and velocity 

of each particle. All of the movements of each particle (solution) are affected by the personal best position that 

that particle has found, in addition to that, each particle is guided to the best positions in the search space 

which are updated when other particles in the swarm find better and better positions. These movements 

eventually lead the swarm to the best food source or the best solution. In what follows, the main components 

of the (PSO) algorithm will be explained, its parameters will also be mentioned and after that the steps of the 

algorithm will be shown. 

The (PSO) algorithm consists of a group of ( ) candidate solutions for the problem under study, those 

solutions are called particles or birds, which in sum they will make the swarm. These particles move freely in 
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a  -dimentional area or space known as the search space which is determined according to the problem being 

solved. This space represents the set of all possible solutions to the problem under study. The particles in the 

swarm have a special feature and that is each particle has its own personal experience which it uses while 

searching in addition to using the experiences of other neighboring particles in the swarm [10, 11]. 

In the beginning, the (PSO) algorithm is initialized by a number of particles randomly chosen in the search 

space where each chosen particle has a position in the search space denoted by (  ) that consists of (   

                ). In addition to a velocity denoted by (  ) which consists of (                   ). The 

position and velocity of each particle is updated according to the personal best position achieved by that 

particle up until now denoted by (         ) as well as the best position achieved by any particle in the whole 

swarm up until now denoted by (       ) in accordance to the dimensions of the problem ( ). The velocity and 

position of each particle is updated using the following two equations, respectively [5, 9, 10, 11, 12]: 

 

    
          

         
            

       
          

          
       

                        

    
         

       
                                                                                                  

where, 

    
  : The velocity of the particle ( ) in the swarm in dimension ( ) at the        iteration (the current velocity of 

particle ( )). 

 : The inertia weight that shows the effect of the previous velocity (    
  ) on the new velocity (    

    ). 

    
  : The position of particle ( ) in the swarm in dimension ( ) at the        iteration (the current position of 

particle ( )). 

     : Two positive constants known as the Acceleration Coefficients (   is the Cognitive Component and    

is the Social Component). 

    
       

  : Two randomly generated numbers uniformly distributed between (0) and (1) in dimension ( ) at the 

       iteration. 

         
  : The personal best position achieved by particle ( ) in dimension ( ) up until the        iteration, also 

called the Local Best Position. 

       
  : The best position achieved by any particle in the whole swarm in dimension ( ) up until the        

iteration, also called the Global Best Position. 

Basically, the (PSO) algorithm has five main parameters that are determined by the researcher according to 

the nature of the problem being solved [5, 10, 11]. These parameters are: The Swarm Size which represents 

the number of particles or birds in the swarm and it is denoted by ( ). This size must not be too small that it 

affects the solving procedure or too big that it complicates the computations in each iteration which will result 

in a loss of time and effort. The Iteration Number represents the number of times that the work of the 

algorithm is repeated and it is denoted by (     ). However, this number must not be too small that the 

algorithm stops before it reaches the optimum solution and it also must not be too big that it consumes a lot of 

time and effort. The Acceleration Coefficients are two positive constants that help the algorithm to maintain 

two things, the first is the memory of the particle itself which is represented by the cognitive component (  ) 

also known as the personal learning factor. The second is the social structure between the particles in the 

swarm which is represented by the social component (  ) and also called the social learning factor. when 

determining the values of (  ) and (  ) one must take into account that small values allows the swarm to roam 

a wide area in the search space, while large values result in the abrupt movement of the swarm in the search 

space. It was also noticed from the literature that selecting the value of (  ) equal to (  ) and ranging between 
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(0) and (4) will give reasonably good results. The Inertia Weight is a parameter that was first introduced by 

(Shi) and (Eberhart) in (1998) [12]. Its purpose was to enhance the work of the algorithm by adding a constant 

value to the velocity update equation. This parameter is denoted by ( ) and its importance lies in maintaining 

the balance between the global (exploration) and local (exploitation) search of the particle. There are many 

ways for selecting the inertia weight. In this paper, we'll use a linearly decreasing inertia weight which is 

calculated as follows [5, 12]: 

          
         

     
                                                                       

Where (    ) is the upper limit or the initial value of the inertia weight, (    ) is the lower or the final value 

of the inertia weight, (  ) is the current iteration, and (     ) is the upper limit of the number of iterations [5, 

12]. 

In addition to everything previously mentioned, the most important component of the (PSO) algorithm is the 

Fitness Function, also known as the Objective Function. This function is considered to be one of the most 

important elements of the (PSO) algorithm and it has a direct effect on the work of the algorithm. Using this 

function, the (PSO) algorithm evaluates the particles in the swarm and compares them to each other in order to 

determine the best positions which in return will represent the optimum solution to the problem [5, 9, 10, 11]. 

The fitness function is determined according to the type of the problem under study where this function differs 

from one problem to another. In this paper, the function of sum of squares of the residuals          
  

    

            
  

     will be chosen as a fitness function for the algorithm and depending on the used model 

[5]. The flow chart of the (PSO) algorithm is shown in Figure 1. 

 
Figure 1. Flow chart of the PSO algorithm 

No 
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Begin 

Defining the problem and determining the fitness 
function 

Determining the PSO parameters        
                

Generating the swarm of particles (birds) 

Evaluating the fitness function for each particle (bird) 

Recording the value of         for each particle (bird) 
in the swarm  

Find the value of         for the swarm 

Did the iterations reach 
the maximum limit? 

End 

Update the position for each particle (bird) in 
the swarm 

Update the velocity for each particle (bird) in the 
swarm 
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4. Results and discussion 

 In this section of the paper, the parameters of the growth models mentioned in Table 1 will be estimated using 

the (OLS) method for the linear models and the (NLS) method for the nonlinear models. After that a 

comparison will be conducted between the estimates of the traditional methods and the estimates of the (PSO) 

algorithm for the nonlinear models and that is by using the Mean Squared Error (   ) and then the 

Coefficient of Determination (  ) will be used to compare the six growth models for the purpose of finding 

which one of these models is the best to describe the Gross Domestic Product data in Iraq. To calculate the 

(   ) the following formula will be used [2, 3, 8]: 

          
 

 
         

 
 

   

                                                                              

where: 

   is the real value for observation ( ). 

    is the estimated value for observation ( ). 

As for the (  ), it will be calculated using the following formula: 

     
   

   
                                                                                                       

where: 

    is the Sum of Squared Errors, (         
   

      
  

   ). 

     is the Total Sum of Squares, (          
   ). 

Concerning the data of the research, a sample was taken consisting of the seasonal data for the Gross 

Domestic Product in Iraq in nominal values for ten years (2008 – 2017). The data was obtained from the 

Central Statistical Organization in Iraq and it is shown in Table 2. 

In the beginning, it must be mentioned that the statistical analysis was done using the MATLAB R2019a 

program. In regard to the linear growth models, the polynomial growth models was transformed to the linear 

form by using the transformation explained in     and then the parameters of the three linear models will be 

estimated using the (OLS) method in addition to calculating the (   ) and the (  ) for each model. The 

results are listed in Table 3 and the growth curve for each model can be seen in Figure 2. 

Regarding the nonlinear growth models, the (NLS) method was used to estimate the parameters of the three 

nonlinear models as a primary method. As to solving the system of nonlinear equations resulting from this 

method, three traditional numerical methods in addition to the (PSO) algorithm were all used to find 

approximated solutions for these equations and then compare the results of these four methods for the purpose 

of knowing which one of these methods is the best for estimating the parameters of the nonlinear models. The 

traditional methods were used to estimate the parameters of the three nonlinear growth models. Furthermore, 

the (   ) and the (  ) for each model were also calculated and the results for the Newton-Raphson method, 

the Gauss-Newton method, and the Levenberg-Marquardt method are listed in Tables 4, 5, and 6, respectively. 

In regard to the parameters of the PSO algorithm, the values for these parameters were determined based on 

the literature concerning this subject as follows: 

In this paper, the swarm size ( ) was adjusted to 100. The iteration number (     ) was set to 500 iterations. 

Regarding the inertia weight, (    ) and (    ) were selected as 0.9 and 0.4 respectively. The values for the 

acceleration coefficients (  ) and (  ) were both chosen equal to 2. As for the termination criterion, it was 

selected as the iteration limit which means that the algorithm will stop after 500 iterations and the results of 

the analysis are listed in Table 7. 
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Table 2. The seasonal data for the Gross Domestic Product in Iraq in nominal values for ten years (2008 – 

2017) that are used in the paper 

Years 

Seasons 

(Time) 

  

Gross Domestic Product (GDP) 

  

The natural Log for (  ) 

      

2008 

1 37653079.3 17.4439 

2 46961825.2 17.6648 

3 44072423.4 17.6013 

4 28338733.7 17.1597 

2009 

5 25743384.7 17.0637 

6 32127325.1 17.2852 

7 35384541.5 17.3818 

8 37387949.1 17.4369 

2010 

9 37712855.1 17.4455 

10 39555111.2 17.4932 

11 39930096.8 17.5026 

12 44866502.4 17.6192 

2011 

13 47933786.1 17.6853 

14 56180513.5 17.8441 

15 55838001.9 17.8380 

16 57374805.9 17.8651 

2012 

17 57635096.6 17.8696 

18 63028554.2 17.9591 

19 65952875.3 18.0045 

20 67608964.6 18.0293 

2013 

21 65173143.2 17.9926 

22 68881169.8 18.0479 

23 69674467.4 18.0593 

24 69858748.8 18.0620 

2014 

25 68005401.5 18.0351 

26 71237512.5 18.0815 

27 65603229.2 17.9991 

28 61574241.3 17.9358 

2015 

29 43501008.4 17.5883 

30 54533786.5 17.8143 

31 51710622.2 17.7612 

32 49970282.8 17.7269 

2016 

33 44830037.0 17.6184 

34 50130996.6 17.7302 

35 51835211.0 17.7636 

36 57073587.6 17.8599 

2017 

37 51724334.1 17.7614 

38 53154906.5 17.7887 

39 57491418.9 17.8671 

40 63624519.6 17.9685 

 

The natural Log was used for the data for easier calculations. 
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Table 3. The estimates of the linear growth models along with the values of (   ) and (  ) for each model 

Model Name Parameters Estimates        

First degree 

polynomial 

   17.4793 
0.0436 0.3333 

   0.0128 

Third degree 

polynomial 

   17.21638 

0.0277 0.5765    0.045117 

   -0.0004 

   -0.00001 

Fifth degree 

polynomial 

   17.81138 

0.0088 0.8656 

   -0.22877 

   0.03117 

   -0.00138 

   0.00002 

   -0.00000 

 

 

Table 4. The estimates of the nonlinear growth models along with the values of (   ) and (  ) for each 

model using Newton-Raphson method 

Model name Parameters Estimates        
Iteration 

number 

Total run 

time 

Logistic 

  17.9211 

0.0332 0.4917 7 16 s.   0.042648 

  0.097134 

Gompertz 

  17.9219 

0.0333 0.4908 9 18.9 s.   0.041791 

  0.095687 

Richards 

  17.8993 

0.0302 0.5374 18 73.19 s. 
  11.6741 

  0.19793 

  58.5538 

 

These results were obtained using the natural Log of the data (     ) for easier calculations. 

 

Table 5. The estimates of the nonlinear growth models along with the values of (   ) and (  ) for each 

model using Gauss-Newton method 

Model name Parameters Estimates        
Iteration 

number 

Total run 

time 

Logistic 

  17.9201 

0.0332 0.4917 50 24.6 s.   0.042687 

  0.097801 

Gompertz   17.9307 0.0333 0.4900 50 24.55 s. 

These results were obtained using the natural Log of the data (     ) for easier calculations. 
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Model name Parameters Estimates        
Iteration 

number 

Total run 

time 

  0.04129 

  0.089002 

Richards 

  - 

- - - -   - 

  - 

  - 

These results were obtained using the natural Log of the data (     ) for easier calculations. 

 

Table 6. The estimates of the nonlinear growth models along with the values of (   ) and (  ) for each 

model using Levenberg-Marquardt method 

Model name Parameters Estimates          Iteration number Total run time 

Logistic 

  17.9224 

0.7 0.0332 0.4915 50 24.7 s. 
  0.043494 

  0.098565 

Gompertz 

  17.9223 

0.6 0.0333 0.4906 50 26.2 s.   0.042599 

  0.097549 

Richards 

  17.9193 

0.7 0.0330 0.4951 50 31.3 s.   0.22301 

  0.10083 

  4.8783 

These results were obtained using the natural Log of the data (     ) for easier calculations. 

 

From the results in Tables (4), (5), (6), and (7) we notice the following: 

As far as the comparison of the estimation methods go and regarding the traditional methods, we notice that 

the Newton-Raphson method was the best in almost all of the aspects. The (   ) values for the three 

traditional methods were all equal in the Logistic model and the Gompertz model, but they were different in 

the Richards model in favor of the Newton-Raphson method, where the (   ) value was larger in the 

Levenberg-Marquardt method than in the Newton-Raphson method. On the other hand the Gauss-Newton 

method was unable to find good estimates for the parameters of the Richards model and that is due to the 

Jacobian matrix becoming singular or close to singular. In addition to the value of the (   ), the convergence 

of the Newton-Raphson method was also better than the other two methods since it converged after only (7) 

iterations for the Logistic model, (9) iterations for the Gompertz model, and (18) iterations for the Richards 

model while the Gauss-Newton method and the Levenberg-Marquardt method converged after (50) iterations. 

The only downside to the Newton-Raphson method was the run time as this method was the slowest when it 
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comes to execution speed compared to the Gauss-Newton method and the Levenberg-Marquardt method. The 

growth curves for each nonlinear model estimated using the traditional methods can be seen in Figures 3, 4, 5, 

and 6. 

Table 7. The estimates of the nonlinear growth models along with the values of (   ) and (  ) for each 

model using the (PSO) algorithm 

Model name Parameters Estimates        
Iteration 

number 

Total run 

time 

Logistic 

  17.9211 

0.0332 0.4917 500 4.3 s. 
  0.042648 

  0.097134 

Gompertz 

  17.9219 

0.0333 0.4914 500 4.3 s. 
  0.041791 

  0.095687 

Richards 

  17.898 

0.0300 0.5413 500 4.5 s.   10.652 

  0.19352 

  60 

These results were obtained using the natural Log of the data (     ) for easier calculations. 

 

As for the (PSO) algorithm, it was the best in all aspects compared to the traditional methods. The results of 

the (PSO) algorithm were close to that of the Newton-Raphson method with some differences in favor of the 

(PSO) algorithm. It was also better than all the traditional methods when it comes to execution speed for this 

algorithm ran (500) iterations and managed to find better results than the other methods in no more than (5) 

seconds and that is due to its simple calculations because it doesn't need to calculate the partial derivatives for 

the functions and that is what makes this algorithm faster and more efficient than the traditional methods. 

In regard to the comparison of the six growth models and which one of them is the best to represent the (GDP) 

data in Iraq. The results are listed in Tables 3, 4, 5, 6, and 7. It can be noticed that all the nonlinear growth 

models were better than the first degree polynomial in representing the data because it had larger (  ) values, 

but these values were less than the values of the third and fifth degree polynomial models. The best of the 

nonlinear models was the Richards model with (  ) values ranging between (0.5413) and (0.4951) for all the 

estimation methods. The second best was the Logistic model with (  ) values ranging between (0.4917) and 

(0.4915). The last was the Gompertz model with (  ) values ranging between (0.4914) and (0.4900). But all 

of these values are not good or insufficient statistically and that is because these models do not explain or 

interpret or account for almost half of the total variations in the data. With that being said, the best growth 

model which represented the data was the fifth degree polynomial growth model with a value for (  ) equal to 

(0.8656) which means that this model explains (86.56%) of the total variations in the data and that is a good 

result in general. It should be mentioned that the Richards model is considered to be more flexible than the 

other nonlinear models where it was noticed during the experiment that it is possible to increase the value of 

(  ) for this model by increasing the value of the shape parameter ( ) that controls the position of the 

infliction point in the growth curve of the model. 
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 (a)  (b) 

 (c) 

Figure 2. The growth curves for the linear models, (a) 1st degree polynomial, (b) 3rd degree polynomial, and 

(c) 5th degree polynomial 

  
(a) 

 
(b) 
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 (c) 

Figure 3. The growth curves for the nonlinear models using Newton-Raphson method, (a) Logistic model, (b) 

Gompertz model, and   (c) Richards model 

 
(a) 

 
(b) 

Figure 4. The growth curves for the nonlinear models using Gauss-Newton method, (a) Logistic model, and   

(b) Gompertz model 

 
(a) 

 
(b) 
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 (c) 

Figure 5. The growth curves for the nonlinear models using Levenberg-Marquardt method, (a) Logistic model, 

(b) Gompertz model, and  (c) Richards model 

 (a)  (b) 

 (c) 

Figure 6. The growth curves for the nonlinear models using the (PSO) algorithm, (a) Logistic model, (b) 

Gompertz model, and (c) Richards model 

 

5. Conclusions 

In this paper, some common growth models were studied in order to compare parameter estimation methods 

for these models using three traditional methods and the Particle Swarm Optimization (PSO) algorithm. It was 

seen that the (PSO) algorithm gives better results than the traditional methods for all models and that is 
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because the (PSO) algorithm does not require any additional complicated calculations to be performed which 

makes its execution simpler, faster and more efficient. Furthermore, a comparison between three linear growth 

models and three nonlinear growth models was conducted for the purpose of building the best growth model 

for the data of the Growth Domestic Product (GDP) in Iraq. The results show that the fifth degree polynomial 

growth model was the best to represent the (GDP) data and with the possibility of using the Richards model 

with the condition of selecting a relatively large value for the shape parameter of the model in order to 

increase the flexibility of the Richards growth curve to better represent the (GDP) data in Iraq. 
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