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Bayesian estimation for two parameter exponential distribution using
linear transformation of reliability function
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ABSTRACT

The estimation of two-parameter exponential distribution using Bayes approach need a prior
distribution for the two parameters. It is difficult to know this joint prior distribution, so it requires
sometimes the approximation or to some assumptions which depends on previous experience. An
estimation method was proposed by using linear transformation of reliability function of two-
parameter exponential distribution in order to get simple linear regression model. Its parameters
can be estimated by using Bayes approach, and then get the estimated parameters of the
distribution from the relationship between the distribution parameters and regression model
parameters. Simulation experiments at different sample sizes were applied in order to make a
comparison between Bayes estimators yield from approximation method and estimators from
proposed method. The findings show that the proposed method estimators were more efficient that
from approximation method estimators by using mean squares error (MSE) as a criterion for
comparison. Also, the results of estimation methods were applied on actual data taken from Babil
Tires Factory, where the data represents the working time (hours) between successive failures.
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1. Introduction

The two-parameter exponential distribution plays an important role in survival analysis and has extensive
applications in the field of reliability, engineering, queueing theory, and medical sciences. The researchers
studied different methods for estimating two-parameter exponential distribution. The most important one of
these methods is Bayesian method. It depends on its applications in the assumption in which the parameters
are estimated as random variables with a probability density function. The researchers faced the problem of
determining the prior probability distribution of the parameters in the two cases with information and non-
information. They often use approximate methods to identify them as in the investigations reported in [1-5].
In this paper, we will consider a proposed method for estimating the parameters of the two-parameter
distribution by modeling a simple linear regression model based on the cumulative distribution function of the
distribution. This proposed method is to find the estimating of the distribution parameters based on the Bayes
method and then comparing the proposed method with the approximation method [1] using the mean squares
error.

The probability density function for the two-parameter exponential distribution (6,n) is:

1
Flx;0,m) = 0 Le a™™ ™M 0<p<x . o>0
X1,X2,---,X, are random variables from the two-parameter exponential distribution, the likelihood function is
given by:
1on
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where X is the first order statistic in the sample X=( X1,Xz,---,X,) such that Xu) < Xp < ----- < X@m and
S = Z?:1(xi - x(1))
If we use Jefferry’s procedure [6], the joint Jefferry’s prior will be:

1
P(n,@)ocg n,6 >0
According to above, the posterior density for 6 and n is :

P(7.0%) ap(.6) L(77,’591
P(n: 9|X) « 9_(n+1)e_§{5+n(x(1)_n)}
= k+1 e_%{“"(xm-n)}
911.
n—-1
where k = 22
r(n-1)
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P, 01 = We’ g )

The marginal posterior density of n is given by

Pmu)=jﬁxmemwe

0
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The marginal posterior density of 8 is given by
X
PO = [ P01y
0
S
Sn—l e—g
" I'(n—-1) 6™
A _ S
0=E@®IX) =55 (2)

where S = YL, (x; — x(1))
2. Proposed method

We will use the method of transforming the reliability function of the two-parameter exponential distribution
(n,0) into a linear function [7] in order to estimate the distribution parameters by taking the natural logarithm
to facilitate the solution as follows:
_(xi—m)
R(x;)) = e ©
Taking the logarithm for both sides we get:
-InR(X) = &' xi- 7 6*

This equation is similar to the following simple linear regression model:

Vi :,BO +ﬂ1Xi +e; i=1,2,...n
where:
yi=-InR(t), fo=-78"and pi= 4"
So, the estimators of the two-parameter exponential distribution are as follows:

0=p7 3)

R . fl= —Por b 4)

where S, and [, represent the Bayes estimators of the simple linear regression model.

3. Bayesian estimation for regression model parameters
If you have the simple regression model:
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Y=Xg+U U~ Ny(0,0%1)
Where Y and U are vectors of sizes (n x 1), X is a matrix of size (n x 2) and g is a vector of regression
parameters of size (2 x 1).

The likelihood function is:
L w-xp) w-xp

L(B.0%1x) = ©)

(271)7(02)5
As 5 and o2 are unknown, the conditional conjugate prior distribution for 8 is given by [8]:
£|02 ~ NZ(EOIUZVO)
where V, is a symmetric positive definite matrix of size (2 x 2).
P(Blo?) = —L— e mrE LV EE (6)
(2m)o2|Vol2
The prior distribution for o2 is IG (a° b") where:

ao
(b—o) 2 _(%0 bo >
) g2 (341 U
r(%)
Then, the joint prior distribution for 8 and a? is defined as:

P(p,0?) = P(Blo?)P(s?)

P(c?) =

From (6) and (7), we get:
P(B.0?) o 2 o2 B-Bo) Vo (BBo) ;2 ~(+1) , 2007 @®)
After obtaining the likelihood function and prlor distribution, we obtain the posterior distribution [9]. The
joint posterior distribution for (ﬂ, o?) can be found by equations (8) and (5) as follows:
n (bo+(n-2)s%) 1 [ o BN _
(ﬁ o |data) x (02)” s P 7)) ﬁe 272 (8-80) V3" (8-0)+(B~Bus) 1(8-us)| 9)
Where ELS is the least squares estimator for simple linear regression parameters.

To simplify Eqg. (9), we use the quadratic form as reported by [10]. Then, we get the joint posterior
distribution as follows:

ag+n s2 " (5 _
(,8 02|data) « (0_2)—( 02 +1)e—2;201 e ZGZ(BLS _) (ELS Q) (10)
It represents the kernel of IG (a‘”” ST) N,(C,0%D™1)
Where,
C= (12 + Vo_l) ( 0_1£0 + é) (11)
D=Vyl+1, (12)
This can be written as follows:
di, di
D—1 — 11 12]
d21 d22

(- Xpu) U Xy)

e =

n—1
= (EO - ELS) Vo + 1)t (EO — [_?LS), this is constant.
2= )
This means that the marginal conditional posterior distribution for 8, and ; are described respectively as:
(Bolo?,data) ~ N(Cy,02d3y)
(B1lo?, data) ~ N(Cp, 0%d35)
Bayesian estimators for S, and 3; are defined as the followed values respectively:
ﬁAOL =0
BiL =G,
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where C; and C, were defined in Eq.(11).
By substitute values of By, By, in the Eq. (3) and Eq.(4) then the estimated values of the exponential
distribution parameters in the proposed method will be as follows:
0, = c;?* (13)
L = —(:1(:2_1 (14)
where C; and C, were defined in Eq.(11)

4. Practical part

4.1 Simulation

In order to apply what mentioned in the theoretical part, the simulation approach was used. The Monte Carlo
method was used for the cumulative distribution function and to generate data followed two-parameter
exponential distribution. Samples were generated with sizes (n=10, 25, 50, 100), as for the two-parameter
exponential distribution, the values of scale and location parameters are (6=2, n=2), where these values were
most appropriate. The initial values of matrix V were V 50 = Vo109 =1, Vozo =2, V110 =3. A program was
designed using the MATLAB language and MSE used as a criterion for comparing between the approximate
and proposed formulas by using the simple linear regression model. MSE was calculated at each value of scale
parameter 6 and location parameter 7 as follows:

~ R (9.-0)* R (5. _ .32
Mse(e) — lej_(iL 9) , MSe(ﬁ) — lel(Zl 7’)

Here, the number of replicated cases is R=1000.

4.2 Empirical results

The results have presented in the following tables including a comparison between the estimations of scale
and location. The 6 and n parameters were estimated from approximate formula as in Eq.(1) and Eq.(2), and
based on proposed formula using simple linear regression model as in Eq. (13) and (14) with different initial
values for &, 7, Poo, Poi- These values are close to estimated values by using different sample sizes. The
results of MSE criteria values for that estimators were presented.

Table 1. Initial values for fo= -1 & o1 =0.5 using different sample sizes

A

n Oheyes loayes éPL bayes 7oL beyes MSE Ghayes MSE Thayes MSE O bayes MSE;, bayes
10 22217 1.9747 2 2 0.5784 0.0458 0.0197e-28  0.4900e-28
25 2.0862 1.9941 2 2 0.1861 0.0065 0.0197e-28  0.4900e-28
50 2.0438 1.9986 2 2 0.0905 0.0015 0.0197e-28  0.4900e-28
100 72.0201 1.99986 2 2 0.0405 0.00043  0.0197e-28  0.4900e-28

Table 2. Initial values for fy=-1.008 & fp; =0.5 using different sample sizes
MSE MSE MSE MSE

n Hbayes ﬁbayes O, bayes et bayes Ghayes Theyes OpL beyes
10 2.2453 1.9662 1.9971 2.0015 0.5771 0.0419 0.8438e-5 0.2110e-5
25 20746 1.9969 19971 2.0015 0.1840 0.0061 0.8438e-5 0.2110e-5
50 2.0445 1.9988 1.9971 2.0015 0.0897 0.0017 0.8438e-5 0.2110e-5

100 2.0137 1.9999 1.9971 2.0015 0.0424 0.0004 0.8438e-5 0.2110e-5

A A

7PL bayes
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Table 3. Initial values for fy= -2 & S1 =0.3, &=7=2 using different sample sizes
n ebayes Thayes QPL bayes ML bayes MSE Bhayes MSE Thhayes MSE OpL bayes MSE
10 2.2577 1.9759 1.9298 2.0947 0.6199 0.0497 0.004925 0.008975

7PL bayes

25 2.0556 1.9999 1.9298 2.0947 0.1742 0.0062 0.004925 0.008975
50 2.0500 1.9993 1.9298 2.0947 0.0854 0.0016 0.004925 0.008975
100 2.0244 1.9995 1.9298 2.0947 0.0376 0.0004 0.004925 0.008975

From Tables 1-4, we note that the MSE values of the estimators in the proposed method are less than
its value using the approximate Bayes method and for all the initial values of exponential distribution
parameters and simple linear regression. We also note that the MSE values of the exponential
distribution parameters using the proposed method have not changed by the size of samples. This
means that the sample size does not affect the MSE value of the proposed method parameters. In the
approximate Bayes method, we note that the MSE value of the parameters decreases as the sample
size increases.

4.3 Actual data

The following data were selected from Babel Tires Factory, where the working time (hours) between
failures were deduced by the time recorded in the internal statements of the factory for six months. A
test was carried out by EasyFit program where the results of the test showed that the data have two-
parameter exponential distribution with scale parameter (6=97.85) and location parameter (n=0.25)
as shown in Figure. 1.

140.5 312 22.5 48.75 72.5 49.75 218.25 22,25 9.25 68.25 75.5 22.5 23.25 22 63 23 58.75
237.5193.5 30.25 17.75 141 146.5 127.5 257.75 352 42,5 138.5 51 35.75 173 41.75

T, iy e

e

Figure 1. Fitting the Two parameter exponential distribution of the research data

The following table depicts the estimated value by proposed and approximate Bayes methods when
the values of positive definite matrix are fixed at v110=8;V220=8;Vv120=V210=0.1;and selecting initial
values of parameters which are close to estimated values S,, = —0.025, 85, = 0.01,6, = 97,1, =
0.25 using different sample sizes.

Table 4. Estimated values and its MSE of parameters using proposed and approximate Bayes Methods

n MSE (6) A
35 98.0750 6.1852 97.0629 04920 11556 352261  0.003959  0.05855
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5. Conclusions

1. The proposed method of estimation provides possible estimating for the distribution parameters without the
need for the prior distribution of parameters from transforming the reliability function into a linear function
that facilitate finding the posterior Bayes estimators of the parameters.

2. Form the empirical results, it is clear that the proposed estimation method is better than the approximate
Bayes method and the MSE value of the estimator in both cases.
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