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ABSTRACT   

Cotton is the main crop not only among cellulosic crops but also among the various crops that are the raw 

materials which is used in the yarn and fabrics industries. The data of this crop were obtained from the 

central organization of Statistics in Iraq including yield, domestic consumption, production, total supply, 

export and import of this crop for the period (1960-2019).The mistakes criteria (MSE, MAPE, MSAE, SAZ1 

and SAZ2) were compared using multiple linear regressions. The results showed high-quality ratios in 

terms of mistakes criteria (SAZ1 and SAZ2) as compared to other criteria. 
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1. Introduction 

Cotton is considered to be an important fabric crop in the world and its importance in multiple uses in the 

clothing and cotton textile industry. The significance of the cotton appears in the economic life in the world 

through taking the 1
st
 rank in three economic centers. Firstly, it is the agricultural center where it takes an 

important agricultural center among the various agricultural crops. Secondly, it appears that the importance of 

the cotton as an International Trade Center. Lastly, its importance is appeared in the industry from being the 

first main subject where it plays an important role for the number of workers in the industry and the quantity 

of the merchandise being set and valued for satisfying the economic needs [2]. 

In this study, “ordinary least squares” has been used so as to compare between mistake criteria like sum of 

absolute for standardized error “SAZ1 and SAZ2”. These criteria had shown good results from the model used 

where the value of SAZ1 was the least among other measurements and its value was 0.055 and the following 

value was mean absolute percentage error (MAPE) criteria with the value of 0.26 and after that SAZ2 with 

value of 2.79 and then 52.431 and 6053.1 for mean sum of  absolute error (MSAE) and mean squared error 

(MSE) respectively. All data had been gained from the Central Statistical Bureau of Iraq and the website of 

https://www.indexmundi.com/ 

 

1.1. Problem of study 

 To find the best criteria, Ordinary Least Square method has used for estimation of parameters of linear 

regression model between the following mistake criteria of MSE, MAPE, MSAE, SAZ1 and SAZ2. Ordinary 

Least Square method is applied to residuals as we study the same problem in our research that can be missing 

value of the residual during the accounting process. 

https://www.indexmundi.com/
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1.2. Aim of study 

The aim of this research is to be compared the Ordinary Least Squares Method by using mistakes criteria 

(SAZ1, SAZ2, MAPE, MSE, and MSAE). Some programs are adopted in our research like MATLAB, SPSS 

and S-plus to find parameters for the best criteria of mistakes. At the same time, it can be used to investigate 

the role of the cotton to increase the Gross National Product and its effects on the economy within Iraqi 

national income. 

1.3. Hypothesis of study 

The study assumes that five factors (Import, Export, Yield, Production, Consumption and Total Supply) 

impact on the Yield. Minimizing the impact of mistake criteria on the results of statistical analysis of the Yield  

is examined based on  dependent variable of the research studies  using multiple linear regressions. We 

obtained the best results by using ordinary least squares method to obtain  the estimated value of the 

dependent variable closest to its real value. 

1.4. Economic importance of cotton 

Cotton is regarded to be the most important monetary crop in the world. Due to not being able to consume its 

cotton fiber and seeds directly before manufacturing, it can bring profits to the farmers as compared with other 

crops like cotton, barely, and the legumes; and that is why cotton is regarded to be a crucial industrial crop in 

many countries that produce it [7]. 

Since, the cotton crop shapes an essential income for the country that produces it. It provides ways of working 

to a large proportion of the population whether in the industry or agriculture like gins, spinning factories, 

weaving and other industries. 

The area under cultivation of cotton in Iraq in 1974 was 104260 acre and the production 40200 tons of cotton 

was blossomed with average of 306 kg/acre. 

The economy of Iraq was not in its best conditions from the beginning of the establishment of the Iraqi State 

in 1921.The agriculture was the traditional and basic activity in Iraq, but it suffered from major problems 

because of the system of feudal Kingdom as well as environmental obstacles with respect to the salinity 

deposition. Nevertheless, the agriculture was the major resource for increasing the national incomes.  About 

70% of the population was living in the village and the agricultural activity to absorb nearly half of the 

workforce in the country. The agricultural production was satisfactory with the local consumption to a great 

extent and Iraq issued lots of agricultural products primarily cotton, seed dates and some of the products of the 

animal revolution. 

Iraq was able to make an agreement with the foreign companies which were getting benefits from the 

extracting and exporting of Iraqi oil and gave a very small amounts to the government in the 1950s of the last 

decade. Based on the partnership principle in exporting the raw oil, this contributed the increasing in State 

revenue and increased the reliance on that revenue which led to dwindle the contribution of other economic 

activities in gross domestic product. Rather, it distorted the economical frame, so the agricultural activity 

declined and massive rural to urban migration launched. In that time, job opportunities became greater and the 

government became the only big operator for people and consumerism had emerged with people due to 

increased governmental revenue and the increased population of Iraq from about seven millions in 1997 up to 

approximately 35 million people in 2012 according to the estimates of the Central Statistical Bureau at an 

average of growth over 3 % and workforce formed nearly a quarter of the population in 1997. 

2. Linear regression models  

2.1. Simple linear regression of Y on X 

 In linear regression, the values of Y are obtained from several populations, each populations universe has 

determined by a corresponding X value. Randomness of Y is fundamental for probability theory to be applied 
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[5]. Also, it can be assumed that Y populations are normal and have a joint variance.  The variable Y is defined 

as the response variable or dependent variable. The X variable is called the explanatory variable or 

independent variable [9]. The simple regression model is:  

Yi=β0+ β1Xi+ei                                                                                                                                                   (1)                                   

                                    i =1, 2, …, n        and n is sample size. 

 Where,    

 Yi: Dependent variable (Response variable) 

 Xi: Independent variable (Explanatory variable) 

 β0, β1: Regression coefficient or regression parameters (β0- Intercept; β1 - slope                      

                   coefficient)   

 ei: Random error  

Equation above implies: 
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The observations of variable Y defined as the following vector: 
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And the values of variable X  are put in the following matrix: 
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The random term is as the vector: 
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The regression coefficients are determined by:
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Now, the equation above can be written in the matrix compactly as follows: 

11221 nxxnxnx eXY   , or                                                                                                                                  (7) 
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Note that Xβ is the vector of the expected values of the Yi observation since 

 

E (Yi) = β0+ β1Xi, hence E(Y) = Xβ                                                                                                                   (9) 

 

where, E(Y) is defined as: 
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The column of 1's in the matrix X could be seen as consisting of the dummy variable in the alternate 

regression model: Yi= β0+ β1X1+ei where X0≡1. Thus, the matrix X may be considered to include column 

vector of the dummy variable X0 and another column vector containing predictor variable observations Xi,  

based on the terms of error of the regression model. Therefore, the normal error regression model in matrix 

term is: Y = X   +e where e is called as a vector of independent normal variables with E(e)=0 and Var(e)= 

σ
2
I, or   e ~N (0, σ

2
I) [4]. 

2.2. Multiple linear regression models:  

The multiple linear regression models suppose a linear relationship between the dependent variable and a 

number of independent variables [6]. In this study, we have five basic independent variables within the model 

as follows: 

                                                                                                    (11)     

Where:   

Yi:  The value i-th observation of the dependent variable (Yield). 

 Xi1: The value i-th observation of the first independent variable (Production). 

Xi2: The value i-th observation of the second independent variable is (Imports). 

Xi3: The value i-th observation of the third independent variable (Exports). 

Xi4: The value i-th observation of the forth independent variable (Consumption). 

Xi5: The value i-th observation of the fifth independent variable (Total supply). 

 

ei:  Random Error 

β0, β1, β2, β3, β4, β5: Linear Regression Parameters. 



 PEN Vol. 8, No. 1, March 2020, pp.231- 241 

235 

The equation of multiple linear regression can be written as the following [8]: 

                       Yi= β0+ β1Xi1+ β2Xi2+…+ βpXip+ ei       i= 1,…..,n.                                                                (12)                       

 

Where Yi: Dependent variable    

   Xi: Independent variables 

    β0, β1,…, βp: Regression parameters (β0- Intercept; β1,…, βp- slope coefficients)   

    ei: Random error 

    p: Number of explanatory variables  

Also, we can write model above by matrix form as: Y=X   +e, where  

   Y: vector (nx1) of dependent variables 

   X: matrix (nxp) of independent variables 

    : vector (px1) of regression parameters model 

    e: vector (nx1) of random errors 

 

The true regression of Y on X consists of the means of population of Y values, where a population is 

determined by the X values [9]  as in:  
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The condition that the error terms have constant variance σ
2
 and that all covariance's σ

 
(ei,ej) for i≠j are zero 

(since ei are independent), is expressed in matrix terms: 
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Since this is scalar matrix, it can be considered in the following simple fashion: σ
2
(e)nxn= σ

2
nxnI. Thus, the 

normal error regression model in matrix form is: Y=Xβ+e where [6]: e is a vector of independent normal 

variables with E (e)=0 and      σ
2
(e) = σ

2
I         (16) 

                                                                                                                            

2.3.  Ordinary least squares method (OLS)  

The ordinary least squares is also called classical least squares. This method regarded as the most extremely 

utilized in statistics applications. It is relied on relationship between two or more than two variables. The 

principle of this method depends on finding straight line that implement spread shape points by the graph that 

makes sum of squares to split up points from it less than possible [4]. Determining coefficient (β) value makes 

this sum less than possible in term of multiple linear regression and estimation linear relation between various 

variables. One of them is dependent variable and the others are  independent variables that impact on 
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dependent variable. In general, the estimation parameters of regression in case of (p) in independent variables 

is  based on [1]. The linear regression model in matrix form is given for the following form:  

 

Y=X   +e.                                                                                                                                                        (17) 

The vector of error e is defined: 

 e = Y - X  .                                                                                                                                                     (18) 

 

The sum of squares of coordinates of e  as in     
      

  can be expressed as e e.   

Then for e e we have: 

e e = (Y - X     (Y - X  ) = (Y  -    X   (Y - X  )                                                                                         (19) 

= Y Y - 2    X Y +    X  X                                                                                                                           (20) 

Based on matrix rules for differentiation, we can obtain the following: 

      

  
                                                                                                                                            (21) 

By setting the preceding equation to zero, we will have normal equations: 

                                                                                                                                                          (22) 

The solutions of the normal equations we represented by      and the coordinates of this vector  

   
     

     
   are estimations of unknown parameters         , obtained by the Ordinary Least Squares 

method. From the last equation, we obtain only one solution if the determinant of the matrix       is not zero 

which is   

                                                                                                                                                           (23) 

Substituting Y =    +e into the preceding expression we get: 
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                                                                                                                                              (25) 
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where the matrix I is identity matrix.  

Therefore,  

                                                                                                                                                      (28) 

By definition   

Var   Cov (  )               
 
                                                                                                             (29)                                                                                                      
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                                                                                                                                                 (31) 

In the last step, we use the fact that for arbitrarily A and B matrices as:  

(AB)' = A'B'                                                                                                                                                      (32) 

Noting that the X's are no stochastic and E (ee') =     and we get  

    Var   Cov (  )                                                                                                                      (33) 

                                                                                                                                                  (34)  

                                                                                                                                                              (35) 

2.4. Investigation of the accuracy of estimation OLS  

 Criteria always utilize in the practical statistic in term of judge on the models to obtain the best model. There 

are several kinds of mistake criteria. Some of them are information criteria and the others are mistakes criteria 

that have been used in this research. Exactness is the most widely used criterion to evaluate the achievement 

of the estimation methods. The mistakes criteria used in this study are:
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2.4.1. SAZ1 and SAZ2 criteria
 

In this research, we adopted sum of absolute for standardized error (SAZ1) and (SAZ2) criteria besides the 

mean square error (MSE) as measures for finding the amount of error by using specific models in this work. 

These two functions give us an idea about the data error behaviour. It can be seen from the application that it 

is behaving as MSE.  When the value of MSE is growing in size and becoming bigger, the value of SAZ1 and 

SAZ2 are in the same direction. They are both studying the error observations ratio divided by its number, 

resulting in a criterion that measures the average of the error ratio. We can conclude that they can be used 

besides the MSE measure. The functions are [3]: 

SAZ1 =    
     

  
     

   
    

   
                                                                                                                                          

(36)          

SAZ2 =     
     

    
   

   
    

   
                                                                                                                                         

(37) 

Where: 

   : Previous random error  

    : Subsequent random error  

 n: Number of sample  

7.2 Mean Squares Error (MSE) 

The mean squared error (MSE) is a measure of accuracy calculated by squaring the individual error for each 

item in a data set and then finding the arithmetic mean or average value of the sum of those squares. The mean 

squared error gives larger weight to large residuals than to small errors because the residuals are squared 

before being summed, it takes the following equation: 
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where, 

iii YYe ˆ                                                                                                                                                    (39) 

  : Random error  

n: Number of samples 

p: Number of parameters  

 

2.4.2. Mean absolute percentage error (MAPE) 

The mean absolute percentage error (MAPE) is also known as mean absolute percentage deviation (MAPD). 

The mean absolute percentage error is the average or arithmetic mean of the sum of all percentage errors for a 

given data set taken without regard to sign. Explicitly, their absolute value is summed and the average 

computed. It is defined as the following formula: 
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where, 
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2.4.3. Mean sum of absolute error (MSAE): 

Mean sum of absolute error is a mathematical optimization technique similar to the common least squares 

technique that attempts to obtain a function which closely convergent to a set of data. It is a common standard 

to differentiate between the method of less absolute error and least squares method that takes the following 

formula: 
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It should be mentioned that minimizing the average absolute errors can be used to minimize the total absolute 

errors and this is called the least absolute value (LAV). 

2.5. Data collection 

 Data were obtained from the Iraqi Central Office of Statistics that is shown in the following link (website), 

www.index mundi.com. The study was depended on 60 observations  within years of (1960-2019). It is 

applied to the statistical analysis of the data in order to find the best way to model appropriate regression for 

cotton, and data include five main variables, namely, (production, consumption, total supply, import and 

export) it affects directly Yield, which would be the response variable 

 

2.5.1. Cotton line model results  

            Ŷi  = 355.35 -0.488 Xi1 – 2.84Xi2 + 7.6 Xi3 – 0.83 Xi4 + 0.97Xi5                                                            (43) 

The results of regression analysis are represented in the Tables (1) and (2) as follows 

Table 1. Regression coefficients for Cotton parameters by using Ordinary Least Squares 

Predictor Coefficients Standard error of 

coefficients 

t-value P-value 

(Constant) 355.354 32.845 10.819 .000 

onsumption 

(X1) 

-.488 .973 -.502 .618 

Production  

(X2) 

-2.848 1.054 -2.702 .009 

Export 

(X3) 

7.607 2.735 2.781 .007 

Import 

(X4) 

-.830 .604 -1.373 .175 

Supply 

(X5) 

.977 .749 1.306 .197 
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Table 2. Analysis of variance (ANOVA) for Cotton by using Ordinary Least Squares 

Method 

Source DF SS MS F P 

Regression  5 115534.310 23106.862 3.817 .005a 

Residuals 54 326867.624 6053.104   

Total 59 442401.933    

 

a. Predictors: (Constant), supply, export, production, import, consumption 

b. Dependent Variable: yield 

 

From Table (1), it can be seen that the two parameters are production and exports in the cotton line that are 

significantly affected to the yield  and we can see from Table (2) which is ANOVA Table. The F-value is a 

significant in cotton line because the value of F-calculated (3.817) is more than the F-tabulated value under 

significant level (α = 0.05)  with degrees of freedoms df1= 5 , df2= 54 which is F(0.05,5,54)= 2.52 or the p-

value is less than 0.05. 

Therefore, the fitted model in the Table (2) is an important for the data in the cotton line 

 

                            Table 3. Estimation Of coefficient by OLS method 

 

Variables 

 

Coefficients 

 

Estimation of coefficient by using OLS 

Constant B0 355.35 

X1 B1 -0.488 

X2 B2 -2.84 

X3 B3 7.6 

X4 B4 -0.83 

X5 B5 0.97 

SAZ1 0.055 

SAZ2 2.792 

MSE 6053.1 

MAPE 0.264 

MSAE 52.431 

 

3. Comparison of results 

After assessing multiple linear regression model coefficients of the OLS method, a comparison between the 

results of analysis can be done. Several measures were used to judge the estimated accuracy of regression 

equation for the purpose of discussing the results obtained using the mistakes criteria and compared with 

results of the ordinary least square method. This is to show the purpose of highlighting the advantages of each 

mistake criteria in finding parameters and logical consequences. 

Table (3) shows illustrations variables involved in the study as well as the estimated coefficients for all 

mistake’s criteria values and the value of the comparison criteria. 
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From observed results in Table (3), we notice that the estimated parameter β1 is signalled left and negative, 

this is logical because there is an indirect correlation between yield and consumption. By increasing the 

consumption, the income decreases and by increasing the income yield decreases for the consumption that is 

function in income. Parameter β2 is also estimated in left and negative signal and it is logical because the 

relationship between yield and production in an indirect correlation. This direct correlation is based on 

reduction of value of production goods. When the values are reduced, the production of individual raises, and 

so the yield decreases. As we see, the estimated β3 is reasonable. It is right and illogical according to classical 

methods, the positive signal for exported parameter refers to indirect relationship between export and yield. 

Although the exports are one of the resources to increase income, in Iraq this may contradict the economic 

theory for Iraq that is a country which is depending in exporting oil and oil exports contribute to Iraq's budget 

with about 95%. 

Parameter β4  is also estimated in left and negative signal and it is logical because the relationship between 

yield and import is indirect correlation. When the values are decreased, the import of individual rises, and so 

the yield decreases. We can conclude that the final parameter β5 is reasonable. It is right and illogical 

according to classical methods. The positive signal for supply parameter refers to direct relationship between 

supply and yield. This enormous contributed ratio in funding country incomes are affected by international oil 

price fluctuations and hence the whole income fluctuates. On the other hand, the negative signal means lack of 

justice and equality in distributing the income due to corruption in Iraq, also it could be because of the 

inflation phenomena in Iraq's economy which reduces the real income of individuals and thus reduces yield. 

The comparison is made between mistakes criteria  that is used and for the comparison to be  accurate. The 

criteria used for comparison is supposed to be very accurate, and our observation is in general in Table (3). 

So, we can show that the mistakes criteria is the best criteria to estimate by adopting the value ( SAZ1)  with 

much less error. The higher value  of  SAZ1 led to a small rise in the proportion of average coefficient of 

determination. 

MAPE comes in second place for the trade-off. SAZ2 comes in third place. Then, MSAE has been in the fourth 

place and finally the MSE criteria has been come by using OLS in the multiple regression models to estimate 

the best mistake criteria in this work that was applied in the cotton data. 

 

4.  Conclusion   

According to the results of the practical side of our study the following conclusions are yielded:  

1- Throughout the study, it became clear that the mistakes criteria “SAZ1 and SAZ2’’ gained good results 

from the model used where the value of SAZ1 was the least among other measurements and its value was 

0.055. Secondly, the MAPE measurement came by the value of 0.26 and after that SAZ2 with value of 2.79 

and then 52.431 and 6053.1 for MSAE and MSE respectively.  

 

2- During the observing data, the cotton crop data were contributing to the increasing of the economy  of Iraq 

since 1920s of last decade  where that crop has produced and issued up to 1970. After that, Iraq stopped the 

exporting and began to import and the overall provision became on oil which now it  forms 95% from the total 

Iraqi budget. 
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