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ABSTRACT   

Studying the size of populations through demography predicting may analyze the relationships between 

these populations and the effects of economic, biological, and social processes. In this paper, the size and 

the growth of world population will be predicting. Poisson and logistic models will be used as classical 

statistical methods, while the intelligent method will be the recurrent neural networks (RNN) technique. 

The results reflect that the neural networks approach outperforms the classical methods in predicting the 

population size. As conclusion, the neural networks approach can give better predicting accuracy than the 

classical statistical methods. 
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1. Introduction 

Since 1960, the world has witnessed rapid population growth. Scientists predict that this population increase 

will have a clear impact on social and economic life in the coming years, as the demand for food and water in 

particular will increase this population growth is called population growth. Known as the increase in 

population during a certain period, and called the word population growth refers to the change in the size of 

the population, whether this change in the increase or decrease, which represents births, deaths and migration. 

Population modeling and predicting are the main problems that ecology researchers are interested in. 

Population modeling involves studying changes in population sizes as a result of interactions between 

individuals in the natural environment with individuals of their own kinds. Population modeling also aims to 

study the growth or decay in the numbers of humans and animal organisms in the communities in which they 

live. There are many common mathematical tools in this regard. The estimation of the population is an 

important issue that different world areas are interested in. Often a census is conducted every ten years to find 

out the real population numbers [1].  

This paper aims to study the issue of modeling the global population size to study population growth and 

forecast the population numbers in the future. Poisson and logistic models will be used as classical statistical 

methods, while the intelligent method will be the neural networks approach.   

 

2. Methods and materials 

Population modeling aims to study the growth or decay of populations in the communities in which they live. 

There are many traditional statistical tools based mainly on theoretical assumptions such as Poisson model and 

logistic model. The neural network will be used also for predicting as one of artificial intelligent approaches. 
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2.1. Exponential model 

The first researcher who suggests using the exponential model in the population is Thomas Robert Malthus. 

The basic assumption of this model is that the numbers of births and deaths are proportional to both the size of 

the community and the length of time during short period. 

Assuming that N(t) represents the size of population of a given region in time t, B(t) represents the number of 

births in that region in time t, and D(t) represents the number of deaths in that region in time t. If t  

represents a small period of time, the mathematical model of the previous hypothesis would be as follows [2]. 

  
   B t N t t    (1) 

   D t N t t    (2) 

 

where,  and   represent constant values. 

The change of population number in a small period of time represents the difference between births and deaths 

in that period according to the basic assumption of this model. 
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N(t) represents the size of the population in year t, and N(0) is the size of the population in the base year. And 

c represents the growth rate in the population and is calculated from the following relationship [3,4]: 
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2.2. Logistic model 

This model was proposed by researcher Pierre François Verhulst. The overall form of the logistic model is as 

a sigmoid curve that describes population growth exponentially. Assume the carrying capacity ( )N  to be the 

maximum capacity of the population ( )N t  representing the size of the population in time t. therefore, the 

logistic model will be as follows. 
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Root mean square error (RMSE) measurement is computed for the error for all methods and all datasets as a 

statistical criterion to evaluate the adequacy and accuracy of these methods [5, 6]. 

 

2.3. Recurrent neural network (RNN) approach 

Hu [7] was the first that investigated the weather forecasting using an artificial neural network (ANN).  A lot 

of studies came later to investigate using ANN for forecast the growth of population. In this study, the 

recurrent algorithm of neural network to enhance the forecasting accuracy because this algorithm has a delay 
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layer that gives longer memory comparing to other algorithms. Longer memory is an advantage that handles 

the heteroscedasticity and the trend of population growth. The general structure of RNN can be described such 

as follows. 

 
Figure 1. The general structure of RNN 

 

In this study, RNN will be such as in figure above. It includes 1 input layer, 1 hidden layer, and 1 output layer. 

There are several input variables in the input layer and several neurons in the hidden layer, while it is 

preferable for output layer to be with one output variable only. Let the number of input variables be (R), then 

the preferable number of neurons is ((R×2)+1) [8, 9].  Each input variable is separately weighted by a random 

weight w automatically.  The weighted inputs for R variables and M neurons are summed with the biased 

value b to formulate the input of the transfer function.  The input variable SUM of the transfer function f can 

be formulated such as follows. 

 

 ,

1 1
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The most used types of transfer functions for hidden and output layers are commonly tan-sigmoid that 

generates outputs between -1 and +1, log-sigmoid that generates outputs between 0 and 1, and linear transfer 

functions that generates outputs between -1 and +1.  Selecting a transfer function for the hidden and output 

layers is important for obtaining good results and depends on the nature of the data.  Figure 2 displays the 

different types of transfer function that can be specified using ANN toolbox in MATLAB. 

 

 
Figure 2. RNN transfer function types. 
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The transfer function in the hidden layer is used to reflect the type of the relationship between the input and 

output variables, while the transfer function in the output layer is commonly employed to constrain the 

observation values of RNN’s output variable. The mathematical expressions for linear, logistic sigmoid, and 

tangent sigmoid transfer functions, respectively, are as follows. 

 ( )f SUM SUM  (9) 
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Where SUM was defined in equation (9) [10-12].  The random weights ,i jw  for R inputs and M neurons can 

be written as a matrix such as follows. 
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While the inputs vector can be formulated as follows. 

  

 1 2t t tRZ Z Z Z    (13) 

 

RNN training process is employed to adjust the random weights and bias values in each layer to enhance the 

forecasting accuracy and obtain desirable output.  Training process may be supervised or unsupervised.   

 

3. Results and discussions 

In this study, modeling and prediction of the growth of global population size will be performed using 

MATLAB software. The application includes using Poisson and logistic models as classical statistical 

methods, and also includes using RNN as intelligent approach.   

RNN approach has been performed using the neural network toolbox in MATLAB after preparing input and 

target variables for training and testing separately.  The structure of input variables are suggested to be the 

tZ ’s lagged series that represent the autoregressive variables such as used by [13-18]. There is one target 

variable and on corresponding output variable that can be compared to obtain a prediction error and mean 

absolute percentage error (MAPE).  

Many accuracy measurements were employed in previous studies to quantify the error of prediction such as 

root mean square error (RMSE), MAPE, and others. RMSE is commonly used as the dispersion 

measurements, while MAPE is commonly used to scale the percentage prediction error and the accuracy of 

prediction [19, 20].   Therefore, only MAPE can be used in this study sufficiently. MAPE is written such as 

follows. 
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Where ie  is the forecasting error, n is the number of observations, and iZ  is the original series that is used as 

a target. 

The growth of global population size dataset is taken for the period (1961 till 2002). This period is divided 

into two groups, the first one is for training for the period (1961 till 1995) while the second is for testing for 

the period (1996 till 2002). Full datasets is such as in following table.  

 

Table 1. The global population size full data for (1961 till 2002) 

t Years Population 

size 

t Years Population 

size 

t Years Population 

size 

1 1691 0303 11 1691 6309 29 1606 1166 

2 1692 0109 19 1699 6110 30 1663 1202 

0 1690 0239 19 1699 6203 31 1661 1091 

6 1696 0299 10 1690 6032 32 1662 1666 

1 1691 0069 16 1696 6099 33 1660 1101 

9 1699 0619 23 1603 6610 34 1666 1911 

9 1699 0609 21 1601 6126 35 1661 1962 

0 1690 0110 22 1602 6930 36 1669 1991 

6 1696 0902 23 1600 6963 37 1669 1013 

13 1693 0939 24 1606 6993 38 1660 1620 

11 1691 0901 25 1601 6012 39 1666 9336 

12 1692 0092 26 1609 6601 40 2333 9303 

10 1690 0600 27 1609 1321 41 2331 9116 

16 1696 6310 28 1600 1139 42 2332 9229 

Source: https://www.census.gov/popclock 

The figures of the training and testing datasets are as follows: 

 

 
Figure 3. The original training series of full data from 1/1/2013 till 31/5/2015 
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Figure 4. The original testing series of full data from 1/6/2013 till 31/10/2015 

 

The details of the training and testing forecasts for global population sizes using MAPE to reflect the accuracy 

of prediction results are displayed such as in following table.  

 

Table 2. MAPE of the training and testing forecasts for global population sizes datasets 

 

The fitness figures of the training and testing datasets between original and forecast variables for all used 

method are such as follow. 

 
Figure 5. The fitness of original training series using exponential method. 

Method MAPE 

Training Testing 

Exponential 1.85 1.53 

Logistic 8.74 7.42 

RNN 0.26 0.03 
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Figure 6. The fitness of original testing series using exponential method 

 

 

 
Figure 7. The fitness of original training series using logistic method. 
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Figure 8. The fitness of original testing series using logistic method 

 

 

 
Figure 9. The fitness of original training series using RNN method. 
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Figure 10. The fitness of original testing series using RNN method 

 

From all figures and tables of the training and testing forecasts for global population sizes, the accuracy 

prediction and fitness between original and forecast series using RNN outperformed the results of classical 

methods.  

 

4. Conclusions 

After performing the training and testing forecasts for global population sizes, RNN can be used for predicting 

the growth of global population sizes in high accuracy prediction and it results will outperform the results of 

other classical statistical methods.  
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